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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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In this paper we present a novel method to recognize multiple workpieces on a flat surface, based on a 3D point cloud and a prebuilt pose database.
First, the method identifies the main surface, which is the base of every following steps. The surface determines the plane stretched by X and Y
axis, establishing the orientation of the objects on it and helping their isolated recognition. Isolation of objects is followed by determining their
specific type and exact pose, based on the prebuilt database. The presented method is demonstrated by recognizing workpieces and tool in an
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1. Introduction

Robotic assistance is getting prevalent in many fields—
e.g. manufacturing, medicine, home assistance or even disaster
recovery—because of various capabilities they have. Being re-
sistant toward repetition exhaustion, chemical effects and other
environmental hazards, or higher possible precision during ma-
noeuvering is only a fraction of all the leverage a robot may
offer. To be able to amply exploit the potential of robots, au-
tomatization has to be introduced. This way robotic devices can
make self-governing decisions based on sensor inputs, how cer-
tain tasks are to be executed. One such task can be object grab-
bing, usually called pick-and-place in manufacturing.

In the past decade point cloud registering devices, such as
Time-of-flight (ToF) cameras, matured to a point, where low-
cost devices are already able to capture decent images. As this
kind of technology improves, it becomes more and more acces-
sible to capture huge point clouds. The problem to be tackled is
associated with the size of the point cloud. Algorithms are cre-
ated to deal with such point clouds by the authors, see [1], based
on these methods a computational library is under development.
The potential of these algorithms have already been tested and
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shown in previous works, demonstrating recognition of com-
plex engineering objects (although built up of mostly cylinders
and pipes, detailed in [1]), and robot cell calibration based on
previously known artifacts (see [4]). The aim of this article is
to make another use-case scenario in which another possible
employment of said library is inspected.

In this article a method is presented to localize objects on
a plane and highlight those objects on a color image based on
a depth image. The color and depth images are assumed to be
synchronized, meaning their viewpoint, view direction, vertical
vector, and field-of-view are the same. It is also assumed that
the objects are on a plane surface and they are not touching
each other.

Section 2 presents the background on object localization and
recognition. Section 3 demonstrate and detail the method solv-
ing the stated problem. Section 4 shows the tests that were car-
ried out. The paper is closed with a section of Conclusion and
References.

2. Background on object localization and recognition

Object localization is a commonly researched topic. The idea
is to have a suitable representation for an object that can be
identified on the image. According to [6, 7] the various defini-
tions defer in the representation of the object location, which
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can be either a set of coordinate pairs representing its center
point, it can be the bounding box, the object countur, or even
a pixel level representation. Lampert et al. [6, 7] introduce a
branch-and-bound algorithm to find an object on the image by
its bounding box. The proposed approach balances between
speed and accuracy. The widely used sliding window algorithm
is being extended in this paper. Müller et al. [9] also proposes
a sliding window algorithm variaton. They utilize the knowl-
edge of the camera intrinsic parameters to enhance the original
method. Object proposal generation sees an increase in popu-
larity and often used as the preprocessing step in a lot of vision
systems according to Guo et al. [3]. In[3] the authors compare
five object proposal generation algorithms and state The rea-
soning is that, object proposal generation algorithms tends to
perform superior to sliding window algorithms and derivatives,
as it is not confined by fixed size.

Quite a handful of articles deal with the topic of object or
feature recognition. Feature recognition techniques work either
on 2D or 3D images.

According to [14, 10] and [8] a rather common instrument,
in the field of object and/or feature recognition, is the appli-
cation of feature descriptors. Feature descriptors are parame-
ter vectors describing part or whole of an image. Global fea-
ture descriptors represent the whole image with a single vector,
making it an information-dense characteristic. Being sensitive
to occlusion, clutter and other types of image flaws, they usually
work well when segmentation has been applied to the image. In
such cases one can be sure, that only a single object is being
described. Local feature descriptors on the other hand calcu-
late parameter vectors for multiple points of an image, based
on local neighborhood characteristics. This will make it more
resistant to problems concerning the global feature descriptors.
Common usage of local feature descriptors is to match them
on different images, making it possible to track changes on an
image (like moving of objects).

Applying Convolutional Neural Network (CNN) is also
common practice. According to [11], even though the method
itself has been introduced in the 1980s, its usage got a huge
boost when combination with GPGPU occurred. Most usage
of CNN requires strong supervision in the form of time con-
suming human labour, labeling the artifacts on the images.
Vora et al. [12] introduced a completely unsupervised object
localization algorithm, however their method only works on
images containing only a single object. Although the work of
Zhang et al. [13] is involved with manufacturing feature recog-
nition in a single object, it shows the possible problems and
hardships around CNN based solutions. According to [13], the
following flaws hinder manufacturing feature recognition:

1. Generalization is difficult.
2. Lack noise tolerance regarding the initial CAD models.
3. Computationally intensive and inflexible.
4. Only a limited set of features can be used.

The process detailed in the current paper addresses the prob-
lem of segmentation by proposing a light source independent,
stable background removal. After segmentation, the application

of global feature descriptors becomes feasible. The algorithm
can be considered as an object proposal generation algorithm.
Although numerous options are available—a handful of them
available in [10]—at the end of Section 4 sample usage of a
suggested descriptor is layed out. This can be beneficial in sce-
narios when a high resolution camera is paired with a lower
resolution, probably lower cost, depth camera. In this case the
depth camera can be used to segment the space, give a hint so to
speak, for the object recognition and grasp planning algorithm
working with the image of the high resolution camera.

3. Point cloud processing

The method presented in this article, resolving the problem
stated in Section 1 is composed of the following steps:

1. segmenting point cloud to find objects.

• Detect base plane on which the objects are laying.
• Dropping the points of the base plane.
• Voxelizing the point cloud.
• Filtering out sparse voxels.
• Building the voxel connectivity graph. Connected

subsets represent distinct objects.

2. Filtering out small connected subsets of the voxel connec-
tivity graph as irrelevant objects or clutter. The leftover
subsets are the relevant objects in space.

3. Visualize the located objects on the color image.

• Map the object points to the color image.
• Finding bounding box of the objects, on the color

image.

3.1. Voxelization and voxel graph construction

The terminology voxel is similar to pixel i.e. pixel means pic-
ture element, while voxel means volume element. Point clouds
may consist of millions of points, which may lead to lengthy
calculations. To condense the data, voxel representation is used.
Preservation of the necessary accuracy is ensured by the voxel
size, which is chosen such that measurement errors or other
technical uncertainties surpass it. It can be said, that the voxel
size is the abstraction of the measurement accuracy.

Voxelization is the process of calculating the containing vox-
els for every point in a given point cloud. Voxels are cubes in the
space. The voxels are congruent, axis-aligned and the edge size
is a parameter of the voxelizer algorithm. When covering the
whole space, there is a voxel which has a vertex in the origin.
The faces of the neighboring voxels are touching.

While points are denoted by their spatial coordinates, voxels
are represented by voxel coordinates. Denote the point coordi-
nates with pi = {xi, yi, zi} and the corresponding voxel coordi-
nates as vpi = {vxi, vyi, vzi}, where pi ∈ R3 while vpi ∈ Z3.

For every point the containing voxel is calculated. This es-
sentially is a division, and than only the integer part of the result
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Fig. 1: Result of the different phases of the utilized algorithm

is considered. With this method, the pi coordinates of the points
are converted to vpi voxel coordinates.

The next step—after finding the mapping between the points
and voxels—is to create a voxel connectivity graph. The ver-
tices of this graph are the voxels, while the edges are based on
voxel neighborhood. There is an edge between two graph ver-
tices if the two corresponding voxels are connected, either by
common face, edge or vertex. In this graph—call it the voxel
connectivity graph, or VCG for short—connected subsets are
searched. These subsets will represent the point cloud of the
distinct objects in space as shown on Figure 2 and Figure 1.

3.2. Filtering

Now there are a couple of difficulties, that hinder the space
partitioning such as:

• measurement errors, like reflection,
• dense point cloud, which makes all the voxels connected,
• objects in the space that shouldn’t be considered.

To tackle these obstacles, filtering is implemented on multiple
levels of the algorithm:

Filtering points to “cut” the point cloud into multiple valuable
clouds. In the chosen use-case the objects are positioned
on a flat surface. This means that the objects and their
point clouds are connected by the points on the surface.
This makes the separation of objects difficult. To balance

(a) Voxelized point cloud (b) Remaining voxels after plane re-
moval

Fig. 2: Usage of initial point filtering. Color indicates connected voxel subsets

this effect, the surface points are removed (see Figure 2).
If a different use-cases were to be considered, it could
also be used to remove irrelevant points that are out of
the observed space, or based on other criteria.

Filtering voxels with less than a predefined number of points.
Although the whole space can be covered with voxels,
during calculations only those will be considered which
contain a minimum amount of points. Usually there are
multiple points in a single voxel. To differentiate between
sparsely and densely populated voxels, those that have
less then a predefined number of points are filtered. This
helps to keep the consistency of the point cloud and filter
out random measurement errors.

Filtering VCG subsets with less than a predefined number of
voxels. When VCG is created, there still can be objects
(which are the connected subsets of the graph) that are
small, which usually means being insignificant for en-
gineering use-cases. These objects can also be filtered,
being removed from space.

It is important to understand, that these filters are always sit-
uational and extremely sensitive to their parameters. First of
all the size of the point cloud, and the granularity of the point
cloud is a factor to be taken into consideration, when deciding
on the applied filters and their parameters. It is also an important
factor, how aggressive the filters need to be e.g. dropping only
slight measurement errors or throwing away whole, unimpor-
tant objects. It is also worth mentioning that certain goals, like
removing a certain clutter from the initial dataset, may require
the symbiotic work of multiple filters.

4. Test scenario

As stated in Section 1 our algorithm is evaluated during a
proof-of-concept test case. The goal of these tests were to take
an image with color and depth data, find the objects on the im-
age using the depth data and mark them on the colored image.

Multiple sample scenes are considered. Samples consist of
a wide variety of objects from industrial tools (screwdrivers,

3
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this effect, the surface points are removed (see Figure 2).
If a different use-cases were to be considered, it could
also be used to remove irrelevant points that are out of
the observed space, or based on other criteria.

Filtering voxels with less than a predefined number of points.
Although the whole space can be covered with voxels,
during calculations only those will be considered which
contain a minimum amount of points. Usually there are
multiple points in a single voxel. To differentiate between
sparsely and densely populated voxels, those that have
less then a predefined number of points are filtered. This
helps to keep the consistency of the point cloud and filter
out random measurement errors.

Filtering VCG subsets with less than a predefined number of
voxels. When VCG is created, there still can be objects
(which are the connected subsets of the graph) that are
small, which usually means being insignificant for en-
gineering use-cases. These objects can also be filtered,
being removed from space.

It is important to understand, that these filters are always sit-
uational and extremely sensitive to their parameters. First of
all the size of the point cloud, and the granularity of the point
cloud is a factor to be taken into consideration, when deciding
on the applied filters and their parameters. It is also an important
factor, how aggressive the filters need to be e.g. dropping only
slight measurement errors or throwing away whole, unimpor-
tant objects. It is also worth mentioning that certain goals, like
removing a certain clutter from the initial dataset, may require
the symbiotic work of multiple filters.

4. Test scenario

As stated in Section 1 our algorithm is evaluated during a
proof-of-concept test case. The goal of these tests were to take
an image with color and depth data, find the objects on the im-
age using the depth data and mark them on the colored image.

Multiple sample scenes are considered. Samples consist of
a wide variety of objects from industrial tools (screwdrivers,
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Horváth, G. and Erdős, G. / Procedia CIRP 00 (2019) 000–000 4

(a) Color image (b) Depth image (c) Point cloud

Fig. 3: Representations of the same scene, with out-of-sync color and depth images

wrenches, pliers etc.) to everyday objects, such as cups, glasses,
boxes, phones etc. These sample objects are layed out on a flat
surface, usually a floor or a tabletop. Scenes are captured us-
ing an Intel� RealsenseTM D435 depth camera, using a cus-
tom built software exploiting the librealsense library. The
library can be accessed through its Github page at [5].

The software initializes the sensor to the appropriate reso-
lution (1280 × 720 in our case) and executes some graphical
setting up. The main (and only) screen of the application con-
stantly updates and presents the color image grabbed from the
sensor, which helps finding the proper angle for capturing. After
a suitable scene is found, pressing any key captures the images
in all the available presets. The library have multiple predefined
option kits, called presets, available, however only the ones cre-
ated with HIGH ACCURACY preset are used. Color and depth im-
ages are saved, as well as the point cloud, using the .ply for-
mat and a metadata containing important data about the scene
and capture. These data included resolution, intrinsic camera
parameters and distortion model—which was Inverse Brown-
Conrady Distortion in given test scenarios—among other pa-
rameters.

The sensor and the software creates the 3D point cloud data
indirectly from the depth image, which can be used to local-
ize the important objects of the scene by the method layed out
in Section 3. After the objects are found, their points can be
transformed back to the depth image. The conversion between
a pixel p = {px, py, d} on the depth image—where {px, py} are
the pixel coordinates and d is the corresponding depth value—
and its corresponding point P of the point cloud (from which
the .ply file is generated), looks like P = {xd, yd, d}, where

x =
px − PPx

Fx
(1)

y =
py − PPy

Fy
. (2)

In Equation 1 and Equation 2 PPx, PPY , Fx, Fy are
intrinsic camera parameters, extracted from the cam-
era during capturing. This conversion is based on the
used distortion model of the camera. It is based on the
function rs2 deproject pixel to point in the file
librealsense/rsutil.h at [5]. On Figure 3, the second

image shows the captured depth image, where d depth data is
color coded (blue is closer, red is farther from the objective).
On the same figure the point cloud representation can also be
seen, as points in the 3D space.

However, color and depth images are not necessarily in sync.
Observing the color and depth images on Figure 3, the effect is
quite visible. The reason behind this, is an offset between the
physical location of the actual sensors in the camera. This offset
is the actual reason, the prebuilt RealsenseTM-Viewer software
cannot be used, to capture the expected images. However, this
positional offset can be compensated and the depth and color
image frames aligned, applying a number of library functions.
The wiki of [5] comprehend the essence of the frame align-
ment implementation. When the object localization on the point
cloud is executed, and the transformation of found object points
to the depth image is done, the alignment between the depth and
color images is the key to find the same objects on the color im-
age as well.

Now the algorithm detailed in Section 3 is applied onto the
point cloud derived from the depth image. First the surface
points needs to be removed from the point cloud. Recogniz-
ing the main surface of the scene is the first step achieving said
goal. This is done by applying a least square plane fitting on the
preprocessed point cloud. Preprocessing is a voxelization with
only voxel filtering. Every voxel with less then 2 points in it are
removed. Although this may take away information from the
dataset, it also greatly reduces the noise of it. When voxeliza-
tion is done, the voxel coordinate of the voxels are considered
and viewed as a temporary point cloud. Now on this temporary
point cloud a least square, plane fitting is applied. Using the
plane and its normal vector, a cutting can be performed as it
can be seen on Figure 2.

The leftover point cloud is now voxelized and the voxel con-
nectivity graph is built. From this graph, those subsets—and the
corresponding voxels—are filtered that have less than a prede-
fined number of voxels. This number can be set based on expe-
rience of earlier problems, on knowledge about the size of the
dataset and the voxel size. The result of these operations is a
number of disconnected voxel subsets, that individually repre-
sent a single object in space.

Now that a representation of the objects is accessible, it has
to be visualized on the colored images. To that end, for a given
object, all the points in every voxel of the corresponding voxel
connectivity subset is taken. For all these points, utilizing first
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(a) Industrial tools (b) Everyday items in an office

Fig. 4: Found objects on the color image

the mapping between the point cloud and the depth image and
then the alignment between the depth image and color image,
the coordinate of the matching color point is calculated. From
these point coordinates the maximum and minimum value for
all the coordinates are taken and treated as the coordinates of
bounding rectangle, resulting in an axis aligned bounding box
as seen on Figure 4.

Another possibility is utilizing a predefined dataset of the
stable poses of equilibrium. This database contains the stable
equilibrium poses of every object in the scene. These poses are
calculated as if objects were lying on a plane. Calculation of
these poses can be seen in [2]. Minimal, base plane touching
bounding boxes are fit onto the objects in stable poses. Such
bounding boxes can also be fitted onto the found objects in the
3D point cloud. Based on the size of the bounding box of the
found objects, and the predefined poses, a matching can be cre-
ated, using the size of the bounding box as a local reference
frame based feature descriptor. This matching can be used to
label the objects of the scene.

5. Conclusion and future work

Currently the normal vector of the base plane of the test sce-
nario is determined utilizing least square plane fitting. Because
of the presence of other objects in the point cloud—those that
need to be identified—the least square method will not give a
perfect result. Cutting of the point cloud, based on the normal
vector of the plane and the set cutting depth, may lead to situa-
tions where points of the plane are still preserved, even though
objects are removed. Applying a better plane finding (such as
RanSaC) algorithm could decrease such effects.

Another field where improvement is possible and necessary
is the parameter tuning, which have been done manually during
the detailed test scenario. The first parameter that had to be cal-
ibrated is connected to the already mentioned plane cutting, the
cutting depth. This value can compensate for the errors caused
by the flawed plane fitting.

Voxel filter parameter (the minimum number of points, that
should be in every voxel), in conjunction with the VCG sub-
set filter parameters, can compensate for a lot of errors. Their

relation is a key factor for a usable VCG creation. Although
the voxel size represents the intended precision, it can also help
connecting or separating voxel subsets, in the voxel connec-
tivity graph. Morphological operations, i.e. dilation, erosion,
opening or closing, may also help a lot with partitioning the
VCG.

In the article, during the presentation of the test scene there
are no run times measured. The reason behind is two fold:
first the parameter tuning is not ready and only hand tuning is
possible. algorithmic setting of such parameters will introduce
the possibility of accurate measure. Second, although it wasn’t
measured exactly, it was only a couple of minutes (under 5).
However, during earlier usage of the presented algorithm, such
parameter tunings took tens of minutes. This means that expe-
rience with the algorithm has a huge effect on the setup time.

Usually these parameter tunings are corresponding to a cer-
tain scene setup, so not moving the camera relative to the sur-
face will most certainly allow the reuse of the hand tuned pa-
rameters with favorable results. Parameter reuse is possible
when the camera is kept static, however there are no experi-
mental measurements showing what are the errors introduced
by the relocation of the sensor.

Another possible utilization aspect of the method is pair-
ing it with machine learning algorithms for image recognition.
The initial input of these algorithms are a collection of pre-
processed images where objects of interest are marked. As it
is shown throughout this paper, the method presented is capa-
ble of outputting such images.
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the mapping between the point cloud and the depth image and
then the alignment between the depth image and color image,
the coordinate of the matching color point is calculated. From
these point coordinates the maximum and minimum value for
all the coordinates are taken and treated as the coordinates of
bounding rectangle, resulting in an axis aligned bounding box
as seen on Figure 4.

Another possibility is utilizing a predefined dataset of the
stable poses of equilibrium. This database contains the stable
equilibrium poses of every object in the scene. These poses are
calculated as if objects were lying on a plane. Calculation of
these poses can be seen in [2]. Minimal, base plane touching
bounding boxes are fit onto the objects in stable poses. Such
bounding boxes can also be fitted onto the found objects in the
3D point cloud. Based on the size of the bounding box of the
found objects, and the predefined poses, a matching can be cre-
ated, using the size of the bounding box as a local reference
frame based feature descriptor. This matching can be used to
label the objects of the scene.
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Currently the normal vector of the base plane of the test sce-
nario is determined utilizing least square plane fitting. Because
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Another field where improvement is possible and necessary
is the parameter tuning, which have been done manually during
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ibrated is connected to the already mentioned plane cutting, the
cutting depth. This value can compensate for the errors caused
by the flawed plane fitting.

Voxel filter parameter (the minimum number of points, that
should be in every voxel), in conjunction with the VCG sub-
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relation is a key factor for a usable VCG creation. Although
the voxel size represents the intended precision, it can also help
connecting or separating voxel subsets, in the voxel connec-
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opening or closing, may also help a lot with partitioning the
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In the article, during the presentation of the test scene there
are no run times measured. The reason behind is two fold:
first the parameter tuning is not ready and only hand tuning is
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measured exactly, it was only a couple of minutes (under 5).
However, during earlier usage of the presented algorithm, such
parameter tunings took tens of minutes. This means that expe-
rience with the algorithm has a huge effect on the setup time.
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tain scene setup, so not moving the camera relative to the sur-
face will most certainly allow the reuse of the hand tuned pa-
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mental measurements showing what are the errors introduced
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[2] Fekula, M., Horváth, G., 2019. Determining stable equilibria of spatial
objects and validating the results with drop simulation. Procedia CIRP
81, 316 – 321. doi:https://doi.org/10.1016/j.procir.2019.03.
055. 52nd CIRP Conference on Manufacturing Systems (CMS), Ljubljana,
Slovenia, June 12-14, 2019.

[3] Guo, W., Lin, R., Wang, S., Xiong, N., 2018. Object proposal genera-
tion for unsupervised object localization, in: 2018 9th International Sym-
posium on Parallel Architectures, Algorithms and Programming (PAAP),
p. 235–242. doi:10.1109/PAAP.2018.00046.
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