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Introduction

The field of natural language processing (NLP) has adopted deep learning
methods in the past 15 years. Nowadays the state-of-the-art in most NLP
tasks is some kind of neural model, often the fine-tuned version of a pre-
trained language model. The efficacy of these models is demonstrated on var-
ious English benchmarks and increasingly, other monolingual and multilin-
gual benchmarks. In this dissertation I explore the application of deep learn-
ing models on low level tasks, particularly morphosyntactic1 tasks in multiple
languages.

The first part of this dissertation (Theses 1 and 2) explores the application
of deep learning models for classical morphosyntactic tasks such as morpho-
logical inflection and generation in dozens of languages with special focus on
Hungarian.

The second part of this dissertation (Theses 3 to 5) deals with pre-trained
language models, mostly models from the BERT (Devlin et al., 2019) family. I
include some experiments on GPT-4o and GPT-4o-mini. These models show
excellent performance on various tasks in English and some high density lan-
guages. However, their evaluation in medium and low density languages is
lacking. I present a methodology for generating morphosyntactic benchmarks
in arbitrary languages and I analyze multiple BERT-like models in detail. My
main tool for analysis is the probing methodology (Belinkov, 2021).

Research methodology

Themain research question of this dissertation is howwell deep learningmod-
els handle morphology in many languages. I examine this question from two
aspects. The first (Part I., Theses 1 and 2) one looks at small deep learningmod-
els trained specifically for low level tasks. The second one (Part II., Theses 3
to 5) uses mid-sized pre-trained language models as encoders and I examine
their morphosyntactic content.

1Morphology is the study of morphemes, the smallest meaningful units of language, while
syntax is the study of sentence formation. Morphosyntax refers to the fact that morphemes
often have sentence-level functions and the two fields of linguistics are far from independent.
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Part I. of my dissertation uses end-to-end training for hand assembled deep
learning models. The models are trained from scratch on small to medium
amounts of annotated data. I applied standard training procedures except
when noted otherwise.

Probing is my main method of research in Part II. Probing, as a tool for
model inspection, has been applied to many applications including morphol-
ogy but not as extensively as I do in my dissertation. Probing is a simple and
intuitive way of asserting model contents but critics have pointed out some
flaws (Belinkov, 2021). As part of my ablations, I showed that most of these
problems have limited effect on my studies and my results are independent of
the type of probing and its parameters.

I introduce novel sentence perturbations which remove some information
from the sentence and by retraining the probes, I can determine whether this
information source was necessary. I then extend this analysis with Shapley
values borrowed from game theory.

My contributions are summarized in the following 5 theses.

Thesis 1

I demonstrated that encoder-decoder (a.k.a. sequence-to-sequence or seq2seq)
models are well-suited for morphological inflection and generation. This holds
for type-level and sentence-level tasks in multiple languages.

Subtheses:

1.1 I collected and prepared a silver standard Hungarian dataset for mor-
phological inflection and analysis using a high quality rule-based ana-
lyzer.

1.2 I implemented two types of sequence-to-sequence or encoder-decoder
models with attention: LSTM with soft attention and LSTM with hard
attention.

1.3 I trained and evaluated the models on the Hungarian dataset.
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1.4 I developed two new types of encoder-decoder models for morpho-
logical inflection. The first model is a double encoder-single decoder
model for type-level inflection. The second model is complex multi-
encodermodel for sentence-level inflection. I participated in the CoNLL-
SIGMORPHON 2018 Shared Task with these models as an individual
team. Task 1 was type-level inflection in over 100 languages, Task 2
was inflection in context (sentence) in 7 languages. I placed 3rd and
2nd in the two tasks respectively withmulti-encoder and single-decoder
seq2seq neural networks.

These contributions were published in Ács (2018) and they are my sole
contribution.

Thesis 2

I adapted a differentiable weighted finite state RNN to sequence-to-sequence tasks
and showed that neural pattern matching can extract morphosyntactic patterns
in multiple languages when used as an encoder for morphological inflection and
analysis.

Subtheses:

2.1 I reimplemented the Soft Patterns or SoPa neural model (Schwartz et al.,
2018), a restricted and differentiable finite state automaton model orig-
inally used for text classification tasks. I added an LSTM decoder and
used SoPa as an encoder-decodermodel. Thismodel uses patternmatch-
ing on the encoder side.

2.2 I applied the model to type-level morphological analysis and inflection
in 12 typologically diverse languages.

2.3 I extracted patterns (character sequences) from trained SoPamodels and
manually examined their linguistic plausibility.

2.4 I introduced a model similarity metric defined for a pair of SoPa models.
This metric allows comparing different tasks that use the same input
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data. The higher the similarity between two tasks, the more likely they
are to rely on the same patterns.

These contributions were published in Ács and Kornai (2020). The paper
was awarded the best paper award at the Hungarian Computational Linguis-
tics Conference in 2020. The implementation is entirely my contribution.

Thesis 3

I developed a new methodology for morphosyntactic probing. It relies on CoNLL-
U formatted data which is widely available in the Universal Dependencies Tree-
banks, therefore my methodology is applicable to a large number of languages
and morphosyntactic tags. Using my probing methodology I showed that pre-
trained language models (PLMs) trained on unannotated text learn morphology.
PLMs’ representations retain morphosyntactic information across a large set of
typologically diverse languages and multiple tasks.

Subtheses:

3.1 I introduced the largest multilingual morphosyntactic probing dataset
with 247 tasks in 42 families from 10 language families. I define a probing
sample as a triplet of a sentence, a particular token called target token
in the sentence and a morphosyntactic tag corresponding to the target
token. I used the Universal Dependencies Treebank (Nivre et al., 2018)
to generate probing samples according to this definition.

3.2 I evaluated 6 multilingual PLMs and analyze two, mBERT and XLM-
RoBERTa in detail. I compared them to various baselines and show that
PLMs indeed learn morphosyntactic information.

3.3 I evaluated GPT-4o and GPT-4o-mini on the test set of the probing
dataset via prompting.

3.4 I examined the tokenizer of PLMs and showed that although multilin-
gual models support over 100 languages, the tokenizer works better on
languages that use the Latin script, particularly English. (Ács, 2019)
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3.5 Probing as an analysis tool for blackbox models has been criticized for
various reasons (Belinkov, 2021). I introduced more than 10 ablation
methods and showed that the conclusions drawn frommorphosyntactic
probing are robust.

3.6 The token-level usage of PLMs requires a way of handling tokens split
intomultiple subwords represented bymultiple vectors. A pooling func-
tion (parametric on non-parametric) may be used to infer a single vec-
tors by token. I showed that the choice of pooling function matters, es-
pecially for feature extraction (when the PLM is not fine-tuned). I com-
pared 9 pooling functions in 7 languages and 3 tasks (Ács et al., 2021a).

These contributions were published in (Ács, 2019; Ács et al., 2021a; Ács
et al., 2023). The experiment design was done in collaboration with my coau-
thors and the implementation is my sole contribution.

Thesis 4

I used my morphosynactic probing dataset and methodology to demonstrate that
monolingual PLMs are better in their respective languages than multilingual
PLMs but the difference is small and often not statistically significant. Moreover
both monolingual and multilingual PLMs can be successfully transferred to new
languages as long as the new language uses the same writing system.

Subtheses:

4.1 I analyzed 5 PLMs with Hungarian support and I found that HuBERT
(Nemeskey, 2021), a Hungarian-only model is better at morphological,
POS and NER tagging than the multilingual models, especially distil-
BERT, but the margin is small. (Ács et al., 2021)

4.2 I extended this study to the languages of the Uralic family (Ács et al.,
2021b). I drew similar conclusions in Estonian and Finnish, the only
Uralic languages with dedicated monolingual PLMs, as in Hungarian.
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4.3 I trained POS and NER tagging models in minority Uralic languages by
transferring multilingual and monolingual models. The cross-language
models are surprisingly successful despite the extremely small training
data available in some languages. The new models appear to be state-
of-the-art without any language-specific effort.

These contributions were published in (Ács et al., 2021; Ács et al., 2021b).
The experiment design and the result analysis was done in collaboration with
my coauthors. The implementation is my contribution.

Thesis 5

I refined my probing analysis with perturbations that aim to find the exact lo-
cation of morphosyntactic information in a sentence. The systematic removal of
certain information (perturbations) reveals where the information is stored. I used
Shapley values to quantify the role of context in morphosyntax and the results
often agree with linguistic intuitions.

Subtheses:

5.1 I introduced a set of perturbation methods that remove some source
of information from a sentence. I retrained the morphosyntactic probes
(cf. Thesis 3) on the 247 probing tasks. The results offer insight on where
the information is stored in the sentence. We can often find linguistic
explanations for them.

5.2 I used the results of perturbations as features for clustering the lan-
guages. Such clustering tends to group languages from the same family
in the same cluster with some notable exceptions. It also tends to cluster
typologically similar but unrelated languages in the same cluster.

5.3 I defined a sentence as a 9-player coalition game where the players
are tokens or groups of tokens relative to the target token in the mor-
phosyntactic probe. I applied the Shapley framework on each probing
task.
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5.4 I analyzed the Shapley values from mBERT, XLM-RoBERTa and an
LSTM baseline and found that the inter-model correlation is high which
demonstrates that the Shapley values are more descriptive of linguistic
structure than of the models. I identified the outlier tasks and I found
that the Shapley values often confirm the linguistic properties of the
particular language and task.

These contributions were published in (Ács et al., 2023). The experiment
design and the result analysis was done in collaboration with my coauthors.
The implementation is my contribution.

Challenges and limitations

Part I. of this dissertation dates back to the time of smaller task-specific neu-
ral models which are less widely used nowadays especially for building new
applications. The limitations at the time were mainly the availability of anno-
tated training data or a high quality rule-based morphological analyzer suit-
able for data generation.

The main limitations of Part II. pertain to the nature of the tasks I exam-
ined.Morphosyntactic tasks are low-level tasks and the performance of certain
models on these tasks may not give a lot of insight about what we can expect
on high level tasks which are generally accepted as benchmarks when avail-
able. Unfortunately the large majority of languages, even ones with sufficient
amounts of raw text data for LLM training, lack such benchmarks and I had
to work with what was available.

The second important limitation of Part II. is data quality. One source of
data errors is the Universal Dependencies Treebank, my main source, itself.
Although generally a high quality resource, it is composed of diverse tree-
banks, even within the same language, and it is bound to have errors and in-
consistencies. The high number of languages I studied made it impossible to
do specialized quality control. The second source of errors is the result of the
sampling method itself.

The third major limitation of Part II. is the lack of fine-tuning aside from
a small ablation study (Subthesis 3.5) and the evaluation of Uralic languages
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(Thesis 4). The main reason for this is efficiency. Fine-tuning would have re-
sulted in an 80-fold increase in training time and an even larger increase in
evaluation time due to the necessity of reloading the fine-tuned BERT models
each time.

Practical applications

The small deep learning models I explore in Thesis 1 have good to excellent
performance on morphological tasks with limited training data. The vast ma-
jority of the world’s languages have minimal to no training data and creat-
ing new annotated datasets is costly or often impossible due to the lack of
linguistic experts. Encoder-decoder models such as the ones I examine, are
well-suited for bootstrapping dataset creation.

SoPa, the subject of Thesis 2, had a great potential as an interpretable
model with simple reasoning capabilities but it was greatly overshadowed by
Transformer models and it remains an interesting proof-of-concept with very
few practical applications.

Part II. of my dissertation is a large scale evaluation of multilingual and
monolingual models which in itself is a practical application. When we choose
a model from multiple options, one of the most important factors is its per-
formance in early evaluations. My morphosyntactic probing methodology is
applicable to any model including generative models but it is better suited for
encoder and encoder-decoder models. It is also applicable to any language as
long as some morphologically annotated data is available.

Thesis 4 demonstrates two sets of experiments that directly target one
language or a language family. This type of comparison is applicable to other
scenarios such as other languages and domains. I also explore unsupported
languages with extremely limited amounts of annotated data and demonstrate
that that models can be transferred with good performance. The transferred
models are usable as POS and NER taggers, often the only options available in
low-resource languages.

Thesis 5 explores the applicability of Shapley values for fine-grained anal-
ysis. The output of this analysis is elegant and interpretable but the computa-
tional complexity is a serious limitation for wide scale use.
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