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ABSTRACT Smart tire technologies offer a novel sensing methodology for vehicle environment perception
by providing direct measurements of tire dynamics parameters. This information can be utilized in advanced
driver assistance systems as well as autonomous vehicle control to enhance vehicle performance and safety.
Considering these criteria, we develop algorithms for categorizing road types based on tire sensor signals.
Road differentiation is a complex task due to the non-linear and non-stationary nature of the measured tire
signals. To address this challenge, we fuse time-frequency distributions with machine learning approaches.
Maintaining the robustness of the predictions, we integrate our own measurement system into a Nissan Leaf
test vehicle and collect data involving diverse environmental factors and operational conditions, mimicking
real-world scenarios. We showed that by experiments our predictions strongly correlate with road quality,
which can be utilized in automatic vehicle control, such as intelligent speed adaptation.

INDEX TERMS Vehicle environment perception, smart tires, road type estimation, time-frequency
representation, variable projection, deep learning.

I. INTRODUCTION

Principles of sustainability and the advancement of
autonomous vehicle technology are revolutionizing the
automotive industry, paving the way for eco-friendly and
intelligent transportation. To achieve these goals, next-gen
driving solutions are integrating state-of-the-art technologies,
such as artificial intelligence, sensor fusion, and connectivity.
In this progression, the digital evolution of tires has con-
tributed significantly to enhancing vehicle performance and
safety. In fact, smart tire technologies, such as tire pressure
monitoring systems (TPMS) are already in commercial use,
which help to avoid accidents and tire defects by warning
the driver about losing tire pressure. Besides TPMS, there
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approving it for publication was Wei Quan.

is a great potential in intelligent tire technologies that can
be utilized in various vehicle applications including tire
force estimation, tire condition monitoring, vehicle state
prediction (e.g., skidding, hydroplaning), road condition
characterization (e.g., road quality classification, snow
detection).

Numerous researchers are actively experimenting with the
development and implementation of novel sensing systems
in vehicle tires [1]. Optical measurement systems consist
of a light emitter focusing on a detector, which are placed
on the inner liner and on the rim of the tire, respectively.
These two components must be aligned precisely to provide
reliable measurements of tire deformation. However, the
tire can shift on the rim due to sudden speed changes
caused by hard braking. Therefore, recalibration is required
from time to time, which is difficult to implement in
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practice [2]. The lateral deflection of the tire’s contact
patch can be determined using accelerometers, which are
both energy-efficient and inexpensive sensors. However,
apart from the lateral acceleration, the measured signal
includes undesired components resulting from rotational,
vibrational, and gravitational accelerations [1]. Strain-based
measurements are directly related to tire deflection, which
can be obtained by various methodologies including piezo
electric materials [3], electromagnetism [4], acoustic wave
reflection [5], and foil strain gauges [6]. These strain
measurements are less sensitive to the previously mentioned
noise components [7]; however, extensive tire deformation
can result in their detachment from the inner liner. To address
these limitations, we recently developed a piezoresistive
Micro Electro-Mechanical Systems (MEMS) sensor [8],
and showed that there is a strong correlation between the
measured electrical resistance signal and the direction as well
as the magnitude of the mechanical forces acting on the tire.

Besides the tire sensing technologies employed, it is
equally important to process the measured data. However,
this requires the design of novel signal processing methods
capable of capturing the nonlinearities and the complex-
ities inherent in tire structure. In order to minimize the
production cost of tire sensing systems, computationally
simple algorithms are preferred that can be implemented
on embedded hardware. Although this criterion limits the
use of resource-intensive deep learning (DL) methods in
tire sensing systems, there are already pioneering works
aiming to utilize recent advances in machine learning for
smart tire applications. In fact, Maurya et al. [6] used a small
scale two-layer feed-forward neural network (NN) with ten
neurons in its hidden layer to estimate the tire pressure based
on 3D printed strain sensors. Then, Strano et al. [9] utilized
a physical model [10] for strain-based intelligent tires to
generate virtual data for training supervised machine learning
methods. This alleviates the data demand of DL methods,
although their approach lacked numerical or experimental
evaluation. Recently, Xu et al. [11] introduced an intelligent
tire system equipped with a tri-axial acceleration sensor.
To estimate tire-road forces they trained a simple NN with a
single hidden layer by using measurements observed on a test
platform. Note that previous works have involved simulated
data and laboratory measurements, typically conducted under
limited operational and environmental conditions. In contrast,
our sensing system [8] is fully integrated into a vehicle,
enabling real-world measurements to be conducted on public
roads.

In this research, we progress toward practical implementa-
tions of our intelligent tire sensing systems [8] by categoriz-
ing road types according to the frequency of detected surface
anomalies. We will show that there is a strong correlation
between the number of positive predictions and the road
quality. This information can be employed in advanced
driver assistance systems, advising a reduction in vehicle
speed when encountering low-quality road conditions. To this
end, we combine time-frequency distributions (TFDs) with
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FIGURE 1. Digital microscope image (a) and corresponding circuit layout
(b) of the piezoresistive force sensor used in the experiments.

lightweight machine learning methods that are suitable for
analyzing non-stationary signals and can be implemented
on embedded hardware [12]. In contrast to our previous
work [8], we designed new measurements to investigate
the generalization ability of the proposed NN models. This
way, environmental factors (e.g., temperature, humidity) and
operational conditions (e.g., tire pressure, speed) may vary
between the training and test sets, mimicking a real-world use
case.

To summarize, the main contributions outlined in this paper
are as follows:

o Designed new measurements using diverse road data.

« Combined time-frequency distributions with threshold-
ing and machine learning for anomaly detection.

« Demonstrated strong correlation between (true/false)
positive predictions and road quality.

Finally, we investigate the potential to enhance prediction
accuracy by leveraging more sophisticated end-to-end deep
learning models, capable of learning representations from
raw data without manual feature engineering. To do this,
we employ the VGG16, a deep convolutional neural network
architecture. Our experiments indicate that the proposed
time-frequency (TF) features and the corresponding classifier
are close to optimal in terms of accuracy and computational
complexity.

Il. MEASUREMENT SETUP
In this work, data collection was done by the measurement
system proposed in [8]. That is, a piezoresistive force sensor
was implanted into the inner wall of the front tires of a Nissan
Leaf test vehicle using a patented implantation method [13].
The sensor and the tire implantation method were developed
at the Nano Sensors laboratory of the Hungarian Research
Network’s Institute for Physics and Material Science (HUN-
REN MFA). The sensor used in our experiments is illustrated
in Fig. 1. The sensor produces signals along four bridges,
which represent change in electrical resistance in response
to mechanical forces applied to the ‘““microstick’” mounted in
the middle of the sensor. In ideal, laboratory environments,
a linear combination of the sensor outputs can produce the
3-D force applied to the microstick (see e.g. [8]).
Unfortunately, the sensor needs to be covered in multiple
protective layers when implanted into the tire [8]. In addition
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FIGURE 2. The Nissan Leaf test vehicle that was used to collect the
measurements for this study.

to this, when used in our measurement setup, the sensor
was excited by tire wall deformations, which are very
difficult to model [8], [12]. Thus, the relationship between
the sensor’s output and the mechanical forces acting between
the tires and the road surface are highly nonlinear. Because of
this nonlinear behavior, solving autonomous driving related
problems such as recognizing road surface abnormalities,
estimating road roughness, or estimating the tire contact
forces based on the sensor’s output requires the use of
nontrivial signal processing tools.

In our experiments, the sensor was implanted into the two
front tires of a Nissan Leaf test vehicle (see Fig. 2) provided
by the Hungarian Research Network’s Institute for Computer
Science and Control (HUN-REN SZTAKTI).

Wireless read out electronics were developed to access the
sensor’s measurements in real time using a nominal sampling
rate of 1000 Hz. For a more thorough specification of the
measurement hardware, we refer to [8]. Data was collected
along the four bridges from a single sensor, therefore from
the two front tires altogether 8 1-D signals were recorded.
To simplify our models, in this work, we only relied on
the signals recorded along the second bridge of the sensor
implanted into the front left tire. The experimental results in
Section V correspond the use of these signals. We repeated
a number of our experiments using signals recorded along
different bridges and acquired very similar results.

Since only a single sensor was present in the tire, the
recorded signals presented ‘“‘quasi compact” and ‘‘quasi
periodic” behavior during each tire revolution. This means,
that the signals contained the most information, when the
sensor was closest to the ground and tire deformation around
the sensor was maximal. In turn, the data points recorded
during the part of each cycle when tire deformation was
minimal, did not contain useful information for estimating
road roughness. For this reason, the recorded measurements
were segmented into single tire revolutions. This approach
ensured, that each data segment (corresponding to a full
revolution) contained a part, when the tire was significantly
deformed and useful information could be deduced from it.
Since the test vehicle was not equipped with sensors capable
of measuring wheel angle, we relied on a software based
segmentation method. In particular, we adapted the ECG
segmentation method in [14] for use with the tire sensor data
according to [8]. Fig. 3 illustrates “‘raw’ recorded signals by
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FIGURE 3. BOTTOM: signals recorded by the tire sensor. TOP: A portion of
the entire recording. The signals exhibit “quasi periodic” behavior, with
each period having “quasi compact” support.

TABLE 1. Number of normal and abnormal (recorded on rough surface).

Normal | Abnormal
Number 282 235
Percentage | 54.55% 45.45%

the sensor and a segmented ‘“‘quasi periods” representing a
tire revolutions.

Our data was recorded on the public roads of Budapest.
In total, 12 measurements were recorded on roads with
varying amount of abnormalities. Based on the number of
abnormalities encountered on a given road, each measure-
ment was assigned to a road type class. To ensure a fair
comparison, the test vehicle stayed within the speed range of
0 to ~ 50 km/h on all considered road classes. The read-out
electronics used to collect the data employed a 1000 Hz
sampling frequency. Considering a speed of 50 km/h and
the fact that the test vehicle was equipped with tires having
a circumference of 199 cm, this resulted in a single tire
revolution being represented by 143 data points. Thus, even
at the highest encountered velocity, enough data was acquired
during each tire revolution to apply the proposed signal
processing methods (see e.g. [8]). Two of these measure-
ments were studied in more detail, namely tire revolutions
were labeled as “normal” or ‘“‘abnormal” depending on
whether the vehicle encountered any abnormality during
the revolution. The labeling was done according to [8] and
the results were visually confirmed. These measurements
were used to optimize parameterized models which were
able to recognize road abnormalities [8] such as bumps and
potholes. In this work, we focus on estimating road roughness
in general instead of individual abnormalities. We achieve
this by training predictive models on the aforementioned
two measurements to detect abnormal tire revolutions. Then,
we apply the trained models to the remaining 10 measure-
ments and compare the frequency of detected abnormalities
with the roughness of the surface (see Section V-B). The two
measurements used to construct the training data contained
517 tire revolutions in total using roughly the same amount
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of normal and abnormal signals [8]. Specifically, the ratio of
“normal” and “‘abnormal’ revolutions is shown in Table 1.

The remaining 10 measurements were used as the test
data for the investigated methods. Similarly to the training
data, these measurements were segmented into single tire
revolutions, however the segmented data was left unlabeled.
This approach was chosen because of the following reasons.
Firstly, since all measurements were recorded on the public
streets of Budapest very precise labeling of each individual
tire revolution signal as normal and abnormal is difficult.
For the training data 1, we used the method [15] to label
the revolutions followed by a meticulous visual examination
of the signals. For the remaining 10 measurements however,
such a thorough examination was not possible due to
the diverse nature of the surfaces and the length of the
measurements. Secondly, the objective in this paper was not
to recognize individual road abnormalities of the road surface,
rather to propose robust methods capable of describing the
road quality in general. To this end, we described each of
the 10 measurements in the test set with a single number that
describes the expected ratio of abnormal tire revolutions in it
(see Section V for specifics). We then compared these ratios
with the frequency of the

lIl. SIGNAL DESCRIPTION
Our current measurements were acquired with a single

sensor implanted into each tire. Since the recorded signals
correspond to tire deformations as the wheels of the vehicle
roll, they exhibit very characteristic morphology. That is,
the signals corresponding to single tire revolutions are
quasi periodic (with each tire revolution representing a
period) and quasi compactly supported. The signals contain
a single peak corresponding to the part of the revolution
when the sensor was closest to the ground and the tire
deformation is maximal. Clearly, the recorded signals contain
the most information about the road surface around this peak.
In order to ensure that each input signal segment to our
models has meaningful information about the environment,
we segmented the measurements into single tire revolutions
using the methodology discussed in [8]. We plan to equip our
test vehicle with wheel angle measuring devices, therefore
software based segmentation methods will not be needed in
our future experiments.

IV. LEARNING FRAMEWORK

A. FEATURE EXTRACTION

1) TIME-FREQUENCY DISTRIBUTIONS

In the study of real-life non-stationary signals, the presence
of multiple components and noise contamination necessitates
the utilization of sophisticated analytical techniques that
extend beyond conventional time-domain or frequency-
domain analysis. Spectral analysis based on the Fourier
transform (FT) offers insights into the frequency components
present within a signal. However, the FT does not retain
information regarding the temporal localization of these
components. To address this limitation and provide a
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comprehensive understanding of both the frequency content
and its temporal characteristics, advanced tools have been
developed to enable concurrent signal analysis in the joint
time-frequency domain, which has led to the development of
two-dimensional TFDs [16], [17].

Diverse variants of TFD methods have been employed in
the processing of non-stationary signals. The choice of these
methods is contingent upon the particular application, with
the objective of maximizing resolution and concentration
of the useful components, while effectively suppressing
interference [16], [17].

The spectrogram, SP(t,f), has traditionally been the
preferred choice in practical applications due to its simplicity.
It visually represents the square modulus of the short-time
Fourier transform (STFT), where the FT is applied to a signal
s(t) that has been localized using a sliding window A(t) [18]:

o0

STFT(t,f) = / s(Dh(t — e ¥ dr, (1)

2

SP(t,f) = ‘STFT(t, Nl . 2)

The trade-off between time and frequency resolution is
controlled with the window length — shorter windows provide
better localization in time, while longer windows increase
frequency resolution. Typically, Hamming window is used in
practice [16].

In light of the constraints posed by the SP, the quadratic
time-frequency distributions (QTFDs) have been utilized
in many applications. The QTFDs under consideration in
this study are categorized within Cohen’s class, and they
leverage the concept of the analytic signal. The analytic
signal, denoted as z(¢), of the initial real-valued signal s(z),
is established using the Hilbert transform, H, as [16]:

z(t) = s(2) + jH{s(r)}. 3

The fundamental QTFD of Cohen’s class is the
Wigner-Ville distribution (WV) defined as a FT of the
instantaneous auto-correlation function of the analytic signal
z(¢) [19]:

]

WV(t.f) = /

z *(_E) —27ft 4
_Ooz(t—lrz)z t > e dr, @)
where * denotes the complex conjugate. The WV distri-
bution offers high-resolution time-frequency representation
of signal components (auto-terms) but, due to quadratic
nature, introduces undesirable interference terms (cross-
terms) that hinder visual interpretation [16]. To mitigate
these interference terms, effective smoothing of the WV
using specific kernels is essential. These kernels are often
conveniently designed within the Doppler-lag (v, 7) domain.
The use of the Doppler-lag domain enables the application
of kernels to be conceptualized as a filtering operation. TFDs
resulting from the application of kernel smoothing to the WV
are commonly referred as reduced-interference distributions
(RIDs) [16].
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as: (a) “normal”; (b) "abnormal.”

The cross-terms can be attenuated by using the smoothed-
pseudo Wigner-Ville distribution (SPWV), which allows
independent smoothing of the WV in both time and frequency
domains by choosing the lengths of the windows A(#) and g(¢)
as follows [20], [21]:

o0 o0 T
SPWV(1,f) = [ ho) [ stz (u+ 3)

.

The RIDs constitute a group of TFDs defined with spe-
cialized kernel functions to effectively mitigate interference
artifacts. Within this group, the Choi-Williams distribution
(CW) [22] is notable for its utilization of an exponential
kernel, as follows [23]:

S e
CW(t.f) =/ / zﬁ o
oo J—oo 24/ T
z(t+u+ %) z (t+u— %) du e 7 gz,
(6)

%) du e g, (5)

The impact of CW on the trade-off between auto-term
resolution and suppression of interference terms is governed
by the scaling parameter o € [0.1, 10] [22]. Specifically,
higher o values enhance auto-term resolution, bringing CW
closer to the classical WVD, while lower values aid in
reducing cross-terms.

The Butterworth distribution (BUD) represents an
enhancement to the CW, realized through the implementation
of a two-dimensional low-pass filter in the ambiguity domain,
characterized by adjustable pass-band and transition region
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FIGURE 4. Time representation, energy spectrum and time-frequency representation using MWSP with K = 1 of a preprocessed signal segment labeled

parameters. The BUD is defined as [24] and [25]:

BUD(. f) = / / 2|"| 2 (1 4ut )

z (r fu— 5) du e 2T g, %)

The Zhao-Atlas-Marks distribution (ZAM) employs a
cone-shaped kernel to achieve a high time and frequency res-
olution while concurrently mitigating interference artifacts.
The ZAM is defined as [26] and [27]:

12
ZAM(I,f)=/ h(f)/

-z (u - 5) du e_JZ”ffdt.

®)

However, the smoothing operation of the RIDs usually
introduce bias and variance of the signal’s auto-terms with
respect its ideal position in the TF domain [16]. The reduction
of both bias and variance while preserving the favorable
attributes for non-stationary signals can be achieved through
the adoption of TFD techniques incorporating the multi
window (MW) approach with orthogonal Hermite window
functions [28].

Hermite functions have gained acclaim due to their highly
advantageous properties, including orthogonality and optimal
concentration within the time-frequency domain for stable
bias and variance estimations, and ease of implementation.
The Hermite TFD emerges as a weighted sum of K
spectrograms [28]:

K—1
MWSP(t,f) = Z du(t)SP(t,f), ©)]
k=0
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where dy(t) are weight coefficients. The spectrogram
SP(t,f) is obtained according to the Hermite window
function £ () of kth order, given as [29] and [30]:

H
||H B k(1)v/8(1),

where k denotes the order of the Hermite function (k =
0,1,...,K),g@t) = e_t2 is the Hermite weight function and
||[Hy |2 is the usual L, norm of Hy.

In this work, feature extraction performance has been
tested on the above defined TFDs. Fig. 4 depicts two example
measurements from the dataset outlined in Table 1, show-
casing their representations in the time domain, frequency
domain, and combined time-frequency domains.

keN, (10)

hi (1) =

2) TIME, FREQUENCY AND TIME-FREQUENCY FEATURES
This research study delves into the comparative analysis
of various sets of feature extraction techniques. To derive
signal-related features, we expand upon both time-domain
(t-domain) and frequency-domain (f -domain) characteristics
to create composite features in the combined (¢, f) domain.
This approach harnesses the supplementary insights offered
by TFDs. These features are derived from a discrete TFD
denoted as p[n, k], where n corresponds to discrete time
samples, while k signifies discrete frequency bins. The
dimensions of p[n, k] are represented as N x M, with N
representing the length of the signal and M denoting the total
count of frequency domain data points of Z[k] (Z[k] being the
FT of the analytic associate z[n] of a real signal s[n]. Drawing
inspiration from encouraging outcomes in prior research [31],
[32],[33], [34], [35], we now explore a range of signal-related
features given in Table 2.

B. DEEP LEARNING CLASSIFICATION APPROACH

The signal processing approach outlined earlier yields three
distinct datasets derived from a total of 517 signals given
in Table 1. The first dataset comprises 8 combined features
in both ¢- and f-domains, the second dataset consists of
8 features extracted from a TFD, and the third dataset
comprises 517 TFDs. Since the extracted features for each
signal are represented as vectors, while TFDs are represented
as two-dimensional matrices, two distinct classification
approaches are employed: a multilayer perceptron (MLP)
and a deep convolutional neural network (CNN), specifically
VGG16. Furthermore, to compare the performance of these
models with our former work [8], we utilized a VP-NET
variation designed for road anomaly detection (see e.g.,
Fig. 5).

1) CLASSIFICATION BASED ON T-DOMAIN, F-DOMAIN AND
(T, F) FEATURES

An MLP artificial neural network (ANN) is used for creating
t- and f-domain, and (¢, f) classification models. MLP is a
type of feed-forward ANN, consisting of an input layer, with
the number of neurons equal to the dimension of the input
vector (eight in the presented research); one or more hidden
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TABLE 2. Time, frequency and time-frequency features.

[ Feature [ Formula
Standard mean (T1) | m(;y = % > sln]
Standard ~ variance ‘7(2;) =243 (sl - m<,))2
(T2) " 5
Skewness (T3) Yoy = NUI( : > (s[a] — m(,))
Kurtosis (74) ko) = NG?) S (sln] — mepy)*
Coefficient of varia- | ¢,y = :l(')
tion (T5) ©
Standard mean (TF1) | m; 5y = ﬁ Z Z pln, k]
Standard  variance 0(21 n= LM ZZ (pln, k] — m(,‘f))2
(TF2) ‘ " .
Skewness (TF3) Yaf) = NMa ; ZZ (pln, k] —m.p)
Kurtosis (TF4) kopy = Z Z (pln, k] — m(,f))
Coefficient of varia- | ¢, r) = ;("’f)
tion (TF5) )
M]2
Spectral flux (Fq) Fiy = > |Z/[k] — Zy—1[k]|
=1
M —
I Iz "
Spectral flatness (F2) | Fl;y = Mk=1M
> 1Z[K]|
k=1
S _1zIK)| A1
Spectral entropy (F3) | Se(s) = — > i logy —;
k=1 1(;1 1Z[k]|2 E 1Z[k] |2
N_1M—1
(1,f) flux (TF) Fup = Z Z lpln + 1,k + 1] — p[n, k]|
N
IT H \nn,k]\NM
(t.f) flatness (TF7) | Fl(; 5y = MN=H=
> 3 plnkl
n=1k=1
«
(- _ 1 Nou pln.k]
(t,f) Rényi entropy R( )y = 1=5 logy S Y
(TFg), v = 3 nEEEL 22 el

TABLE 3. Tuned hyperparameters for MLP models with their possible
values.

[ Hyperparameter [ Possible Values [ Count |
Number of layers 1,2,3,4,5 5
Neurons per layer 8, 16, 32, 64, 128, 256 6
Activation Function ReLU, Tanh, Sigmoid, Identity 4
Optimizer adam, Ibfgs 2
Learning Rate Type constant, adaptive, inverse-scaling | 3
Initial Learning Rate | 0.5, 0.1, 0.01, 0.001, 0.00001 5

layers with a number of neurons; and a single output neuron
which represents the output [36]. In the presented research
all layers had an equal number of neurons. The output value
of these neurons is determined by summing up the weighted
outputs of neurons from the preceding layer, which is then
processed by an activation function. The weights are adjusted
during the training phase by minimizing a loss function.
Hyperparameters of the neural network, such as the number
of layers, neurons, and the choice of activation functions, are
determined using the grid search procedure. In this method,
potential values for the hyperparameters are set, and all
possible combinations are tested [37]. The complete set of
hyperparameters are given in the Table 3.
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FIGURE 5. The VP-NET architecture that was trained for detecting road anomalies, such as bumps and potholes [8].

TABLE 4. Tuned hyperparameters for VGG16 model and their possible
values.

[ Hyperparameter | Possible Values [ Count |
Optimizer adam, nadam, adagrad, rmsprop | 4
Epochs 10, 20, 30, 40, 50 5
Batch size 16, 32, 64 3

2) CLASSIFICATION BASED ON TFDS AS IMAGES

TFDs are represented by 2D matrices, facilitating the use
of a convolutional neural network (CNN) for classification.
A convolution layer makes use of several filters (i.e.,
kernels) to extract features from the input image(s). The
filters in question store the weights of the CNN, and they
are adjusted during the training process [38]. These types
of networks are mainly developed to work with image
data, commonly exhibiting higher performance compared
to methods that have not been specifically designed in this
manner [39]. CNNs are usually applied with the transfer
learning methodology in which the model used for classifi-
cation is not trained from randomized connection weights,
but instead reuses weights that are the result of training
the network on a separate dataset. We chose the VGG16
architecture [40], because this model provides a balance
between size and expected performance. VGG16 has proven
to be efficient in similar tasks which involve the processing
of spectrograms [41], [42], [43]. Another advantage of
the VGG16 architecture is its smaller size compared to
large CNN-based models with similar performance, such as
VGGI19 and Xception [44]. Just as with MLPs, we utilized a
grid search to determine the hyperparameters of the model,
with the possible values detailed in Table 4.

C. MODEL EVALUATION

To ensure a fair comparison with the findings of [8],
we adopted a 5-fold cross-validation approach [45]. Each fold
comprised identical training and validation sets of signals as
delineated in Table 1 of [8]. It’s noteworthy that the training
sets, consisting of 413 (80%) signals, and the test sets,
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TABLE 5. Examined TFDs and their accuracy averaged over all
threshold-based classification schemes using (t, f) features.

[ Distribution [Mean Accuracy | Highest |Lowest |
\\AY% 66.26% 70.61% | 60.57%
ZAM 77.33% 81.99% | 72.03%
BUD 80.64% 85.15% | 75.39%
Ccw 83.01% 87.53% | 78.13%
SPWV 87.92% 91.33% | 83.78%
SP (Hamming window) 88.06% 91.39% | 84.25%
MWSP (K = 1) 88.32% 91.74% | 84.51%

comprising the remaining 104 (20%) signals, were mutually
exclusive, with no data overlap between the two phases.
Each combination of hyperparameters was evaluated in this
manner. As the signal dataset from Table 1 is balanced, model
performance was assessed using the accuracy (ACC) metric,
defined as the ratio of correct predictions to all predictions
made:

IN +TP

ACC = )
IN +TP + FN + FP

Y

where TP represents true positives (examples in class ’1’
correctly classified as ’1’), TN denotes true negatives
(examples in class *0’ correctly classified as ’0’), FP signifies
false positives (examples in class ’0’ misclassified as ’1°),
and FN indicates false negatives (examples in class 1’
misclassified as ’0’).

V. EXPERIMENTS

Initially, we assessed the performance of TFDs as detailed
in Section IV, employed for a threshold-based classification
scheme applied to the extracted (¢, f) features. Table 5 show-
cases the classification accuracy (11), specifically the mean
accuracy achieved on the test set across all folds, alongside
the lowest and highest accuracy scores observed within a
single fold. These accuracy scores were derived by averaging
threshold-based classification scores across all the 8 (¢, f)
features listed in Table 2. The outcomes underscore the
influence of different TFDs on threshold-based classification
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TABLE 6. Accuracy of threshold-based classification schemes.

[ Classifier [Mean Accuracy | Highest |Lowest |
Ts 55.92% 61.50% |47.63%
TF7 59.76% 67.31% |55.34%
Ty 64.01% 70.20% | 60.22%
F1q 65.08% 72.11% |59.25%
T3 67.72% 71.24% | 61.20%
Ty 78.02% 80.61% |72.83%
TF, 86.09% 90.29% | 79.81%
Standard deviation (#-domain) | 86.92% 90.38% | 79.81%
[8]

Ts 87.50% 9321% |79.85%
TFy 89.94% 9231% |86.41%
TF3 89.94% 93.27% | 87.38%
Standard deviation using Her- | 93.85% 96.15% | 90.38%
mite functions (¢-domain) [8]

TFs5 94.01% 95.19% |91.35%
TF2 94.21% 98.06% | 88.46%
TFg 95.17% 97.09% | 94.17%
F3 95.62% 99.01% |90.44%
Fa 96.17% 98.11% |92.35%
TFg 97.30% 100% 95.19%

TABLE 7. Accuracy of machine learning classification schemes.

[ Classifier [Mean Accuracy | Highest |Lowest |
SVM [8] 93.65% 96.15% [92.31%
FCNN [8] 96.13% 99.02% | 94.23%
CNN [8] 96.52% 97.12% | 93.20%
MLP (z- and f-domain) 97.56% 99.82% |97.31%
VP-NET [8] 97.68% 99.04% | 96.12%
MLP ((z,f) features) 98.12% 99.24% | 97.65%
VGG16 (MWSP) 98.27 % 99.23% | 97.99 %

accuracy, with the employment of the MWSP yielding the
highest threshold-based classification accuracy across all
metrics, i.e., mean, highest, and lowest. Consequently, the
MWSP with K = 1 is selected for subsequent analyses and
tests in the study.

Moreover, Tables 6 and 7 provide a detailed break-
down of the accuracy scores for each classification model
employed in this study, allowing for a direct comparison
with the results reported in [8]. Notably, when utilizing
a computationally inexpensive threshold-based classifier,
the advantages of employing spectral and the proposed
time-frequency representations of our signals over those
based solely on the time domain become evident. Actually,
the incorporation of (¢, f) flux features even outperforms
computationally intensive approaches such as SVM, FCNN,
and CNN across all accuracy metrics. Furthermore, the
implementation of the proposed MLP and CNN (VGG16)
deep networks yields further enhancements in accuracy
scores, thereby emphasizing the efficacy of time-frequency
signal representation in this particular application domain.

A. Al TRAINING RESULTS

The training was performed on two separate architectures.
The MLPs were trained using a computation node consisting
of AMD Epyc 7532 CPU (32C/64T@2.4 GHz) and 128 GB
of RAM each; while the VGG16 models were trained using
five NVIDIA Quadro RTX 6000 GPUs (576 Tensor cores,
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TABLE 8. Average times and standard deviations per sample for used
classification models.

Method Average time Stal.ldi.ll'd
per sample [s] | deviation [s]
MLP (- and f-domain) 5.06-10=F 2.77-107F
MLP ((t,f) features) 2.78 .10~ 1.69 1076
VGG16 (MWSP) 0.43 0.08

24GB VRAM) on a node with Intel Xeon Gold 6240R
(24C/48T@2.4 GHz) and 768 GB of RAM.

To assess the complexity of each classifiers, we consider
the number of trainable parameters and the inference time.
The layerwise structure for the classification model utilizing
t- and f-domain features is specified as (8, 128, 128, 1), and
for the model based on (#,f) features, the configuration
involves (8, 32,32,32,32,1) neurons across its layers.
Taking into account the weights and biases in each fully
connected layer, the total number of trainable parameters
amounts to 17, 920 for the first MLP model (utilizing ¢- and
f-domain), and 3, 520 for the second MLP model (using (¢, f)
features). As for the VGG16 architecture, it encompasses a
total of 138, 357, 544 trainable parameters.

The inference was performed using the previously
described models with optimal hyperparameters on an
Intel(R) Core(TM) i5-9400 CPU @ 2.90GHz, employing
a single thread. A total of 6235 samples were used for
inference. The average times and standard deviations per
sample are presented in Table 8 for the utilized classification
models.

The training times differ between different networks
and hyperparameters. The total training time, across all
hyperparameter combinations and folds was 47.32 hours
for MLP networks. Considering the training was performed
on five dataset folds and 3600 different hyperparameter
combinations, this indicates that the average training time
of a single MLP on the data in the presented research
is approximately 48 seconds. Training of the considered
VP-NET architecture was somewhat cheaper with an average
of 36 seconds needed. Of course, this time will vary, with
larger networks taking a longer time to train. Comparing this
to the training of the VGG16 CNN, the total training time was
22 hours and 33 minutes across all folds, making the average
time per epoch approximately 15.496 seconds.

B. ROAD TYPE ESTIMATION

We now examine the proposed methods’ ability to estimate
the type of the road surface based on the frequency of tire
revolutions identified as “abnormal”. We used the training
set introduced in [8] containing a roughly equal number of
normal and abnormal revolutions (see Table 1). We then
applied the trained models to the unseen data measured
on different road surfaces as discussed in Section II. For
each of these measurements, we calculated the ratio of
revolutions classified as abnormal and the total number of
revolutions present in the measurement. That is, for each
model and each measurement we calculated the following
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TABLE 9. Measurement names and corresponding labels. These
measurements were not used as training data.

[ Name | Label (2 classes) [ Label (3 classes) |
1

0.5

old cobblestone
normal asphalt
new (flat) cobblestone 1
new (flat) cobblestone 2
new (flat) cobblestone 3
smooth asphalt 1
rough surface
smooth asphalt 2
smooth asphalt 3
smooth asphalt 4

OO, OO OO

[Nl

“hit percentage”’:

P "
hit(model, meas) := — model, meas (12)

’
Nmeas

where Pmodel, meas denotes the number of detected abnormal
revolutions by the current model in the current measurement
and Npeas 18 the total number of tire revolutions in the current
measurement. Clearly, on a good quality road, a reliable
model should provide a hit percentage close to 0. If the
road contained a lot of abnormalities (bumps, potholes,
etc.), then a good model will give a hit percentage near
1. For this reason, in our first experiment, we labeled the
measurements discussed in Section II as 0 or 1, based
on our empirical experience of the road type. In addition,
to provide a more nuanced experiment, we also provided a
three-class labeling of the road type measurements. In this
case, measurements which were recorded on surfaces where
occasional abnormalities were experienced (by the driver
of the vehicle and through visual examination of the
surfaces) were labeled with the value 0.5. The name of
each measurement and the corresponding labels for each
experiment are given in Table 9.

Ideally, the measurements would be conducted on roads,
where the road quality is known with respect to the
International Roughness Index (IRI) [46] or another well
known standard measure for road profiles. The IRI roughness
index measures the accumulated vertical movement of an
ideal quarter-car model over a segment of the road. It is
usually given in the units of slope (e.g., m/km). Unfortu-
nately, due to the location of our test vehicle, we had to
conduct our measurements on the public streets of Budapest.
We were unable to find any freely available IRI (or any
other recognized standard) labeling of these road profiles.
We therefore had to rely on the more subjective labeling given
in Table 9. It is important to mention that every measurement
used in this study was recorded on various high-quality paved
public roads in Budapest. Recognizing unpaved surfaces
(such as dirt roads) could also be an important application of
the presented methods. However, since the tire deformation
profile varies significantly with pavement characteristics (see
e.g. [47]), itis reasonable to assume that recognizing unpaved
surfaces presents an easier challenge than the investigated
cases.
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TABLE 10. Examining the correlation between hit percentages and
empirical road quality on our measurements using threshold-based
classifiers that utilizes time-frequency features.

[ Feature (TF) | Accuracy (train) | Corr (2-class) [ Corr (3-class) |

Mean 86.27% 0.61 0.764
Coeff of var 95.55% 1.0 0.802
Skewness 92.65% 1.0 0.802
Kurtosis 92.84% 1.0 0.802
Rényi Entropy 95.16% 1.0 0.802
Entropy flatness 68.86% —0.33 —0.12
Flux 97.29% 0.764 0.758

In order to evaluate the effectiveness of the proposed
models, we measured the Pearson correlation coefficient (see
e.g. [48]) between the the hit percentages given by each model
and the vector of empirical measurement labels from Table 9.
This coefficient provides information about the behavior of
two random variables with respect to each other. If the two
variables’ behavior is close to identical, then the coefficient
should obtain a positive value close to 1.

In our first experiment, we considered simple threshold
based classification schemes, where each tire revolution
was represented by a single time-frequency feature. After
optimizing the threshold for accuracy on the entire training
set (Table 1), we calculated the hit percentage (12) for
each time-frequency threshold model and each measurement
from Table 9. Then, we obtained the correlation coefficient
between the hit percentage scores and the 2-class and
3-class label sequences corresponding to our measurements.
Our results are given in Table 10. In Table 10, we also indicate
the accuracy of the linear classifiers achieved on the training
set. This score shows how well the classifier could distinguish
between normal and abnormal tire revolutions in the training
set.

From Table 10 we can observe that several time-frequency
feature based threshold-based classifiers performed very well
on the road type classification problem. Despite using only
a single feature and a thresholding scheme to recognize
abnormal tire revolutions, the frequency of the recognized
abnormalities correlated very highly with our empirical
labels for the different measurements. In particular the
coefficient of variance, skewness, kurtosis and Rényi Entropy
time-frequency features all showed perfect correlation with
the binary labels and over 0.8 for the three class roughness
labels. In addition, the threshold-based classifiers using these
features also recognized abnormal tire revolutions with a
high accuracy in the training set. That means, that extracting
these features from the tire revolution time-frequency data
separates abnormal and normal revolutions in a nearly linear
manner. These findings are in line with the assumption in [8]
that abnormal revolution data contains more noise, as the
value of these features increases on noisy data. We note that
even though the correlation decreases when we introduce
another class for roads with medium roughness it still
remains strong. Furthermore, our labeling scheme did not
take into account the differences between different “medium
quality” surfaces, as this would have introduced the even

53369



IEEE Access

T. Dozsa et al.: Road Type Classification Using TF Representations of Tire Sensor Signals

TABLE 11. Machine learning models using multiple features and
correlation coefficients with measurements in the test set.

[ Model (features + name) [ Corr (2-class) [ Corr (3-class) |

7~ and f -domain, VGG16 0.78 0.74
(t,f), VGG16 0.98 0.83
MWSP, VGG16 0.97 0.82
t-domain signals, VP-NET [8] 0.98 0.83
(t,f). SVM 1.0 0.80

more subjective point of view of the driver. The difference
between two “medium quality” roads however could be
significant, therefore we believe the achieved correlation
scores of 0.802 closely support our claim that the proposed
classifiers can distinguish different road types. We highlight
that each of the classifiers in Table 10 uses a threshold
approach, therefore real time implementation on low capacity
hardware poses no difficulty.

Interestingly, the ability to distinguish between normal
and abnormal revolutions in the training set does not
guarantee a strong correlation between the hit percentage
score and our empirical labels. This is well reflected
in the last row of Table 10, corresponding to the flux
feature in the time-frequency representation of the tire
revolutions. It achieved the highest accuracy score of
the investigated methods on the training set, yet showed
significantly lower correlation with our empirical labels.
TF flux measures the rate of change of the signal energy
in the TF plane both along time and frequency axes.
Due to the sum of TFD absolute value, it considers
changes in the overall energy (magnitudes). Using this
feature to transform the training data seems to have
resulted in a threshold that missed abnormalities in other
measurements, or in other words the time-frequency Flux
feature based threshold-based classifier overfitted the training
data.

In order to further investigate this phenomenon, we also
applied the VP-NET [49] and VGG16 deep learning classifier
to the road type detection problem. These models are
much more capable than the single feature based simple
threshold-based classifiers discussed thus far. In terms of
abnormality recognition on the training set, they clearly
outperform the simpler architectures, however we were
interested in examining their generalization properties to
identify different road types. Our results are summarized in
Table 11

Even though VGG16 used every available time-frequency
feature, the correlation with our empirical road roughness
labels was slightly lower than some of the single threshold
based features. It is worth noting, that when considering the
3 label experiment, the more sophisticated neural network
based methods, especially VGG16 using time-frequency
features and VP-NET as introduced in [8] outperformed
the threshold based approaches. Thus, it is reasonable to
conclude that the introduction of more road types results in
a less linearly separable dataset, which makes the use of ML
more efficient.
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VI. CONCLUSION

In this paper, we addressed the task of road type categoriza-
tion using a piezoresistive force sensor integrated into the
front tires of our test vehicle. The resulting sensing system
provides measurements of tire deformation, enabling the
detection of surface anomalies that can be utilized to estimate
road quality. To test this assumption, we designed new mea-
surements, incorporating data obtained from various types
of roads. Subsequently, we developed anomaly detection
methods by combining TFDs with threshold- and machine
learning-based approaches. Our experiments indicate the
significance of leveraging time-frequency representations of
tire sensor signals, demonstrating notable improvements in
detection accuracy compared to sole representation in the
time domain. Moreover, we demonstrated that employing
deep neural network models along with TFD features further
enhances detection accuracy.

We applied the proposed classifiers to the new (unseen)
measurement data and evaluated the number of (true/false)
positive predictions for each road type. We found a strong
correlation between the frequency of detected anomalies and
the quality of the road, showcasing potential applications for
estimating road conditions without requiring the retraining
of classification models. These insights underscore the
robustness and practicality of our approach in real-world
scenarios, where diverse factors may influence sensor signals.
This includes novel applications in autonomous driving, such
as tire force estimation, which is part of our future work.
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