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#### Abstract

We generalize Bernoulli's classical method for finding poles of rational functions using the rational orthogonal Malmquist-Takenaka system. We show that our approach overcomes the limitations of previous methods, especially their dependence on the existence of a so-called dominant pole, while significantly simplifying the required calculations. A description of the identifiable poles is provided, as well as an iterative algorithm that can be applied to find every pole of a rational function. We discuss automatic parameter choice for the proposed algorithm and demonstrate its effectiveness through numerical examples.
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1. Introduction. Numerical methods focusing on rational approximation and interpolation have provided a rich area of research in the last decades [12, 22, 27, 37, 38, 39]. Many fields, such as control and system theory [39] and partial differential equations $[12,22,27,37,38]$ have benefited from such approaches. In this work, we discuss the problem of finding the poles of rational functions by generalizing a method known as Bernoulli's method. As we later point out the proposed methods have great application potential especially in the field of system identification. Daniel Bernoulli considered the problem of finding the dominant (largest in absolute value) zero of a polynomial $P$. Identifying the zeros of the $n$-th degree polynomial $P$ is equivalent to finding the poles of the rational function $R(z):=\frac{1}{z^{n} P(1 / z)}$. Supposing that $R$ has a unique dominant pole (the smallest in absolute value) outside the closed disk $\overline{\mathbb{D}}$, the ratios $c_{n+1} / c_{n}$ constructed from the coefficients of the expansion

$$
\begin{equation*}
R(z)=\sum_{n=0}^{\infty} c_{n} z^{n} \quad(|z| \leq 1) \tag{1.1}
\end{equation*}
$$

converge to this dominant pole [15]. In (1.1), the coefficients $c_{n}$ are the Fouriercoefficients of $R$ with respect to the trigonometric system [11].

We now proceed to give a brief historical background about this method based on the monographs [14] and [17]. Bernoulli calculated $c_{n}$ in (1.1) using a recursion applied to the coefficients of $P$. We note that using the terminology of system theory, the Fourier-coefficients $c_{n}$ can also be interpreted as the impulse response of the SISO

[^0](single input single output) [2] system whose transfer function is $R$. The original idea of Bernoulli was expanded by König, who generalized the pole finding method to meromorphic functions $[17,18]$. Since then, many subsequent generalizations have been introduced. We note the work of Aitken, who showed that the determinants of Hankel-matrices created from the coefficients $c_{n}$ can be used to approximate every pole, provided that the absolute values of the poles are pairwise different [1, 17]. Using the so-called $q d$ (quotient-difference) algorithm, Rutishauser [29, 30] and Henrici [14] further imrpoved Aitken's results. Detailed results on the relationship between Hankel determinants, the product of the poles and the $q d$ algorithm can be found in chapter 7 and chapter 3 of [14] and [17], respectively.

As illustrated in Figure 1, Bernoulli's method diverges if the rational function has more than one dominant pole. We note that the above mentioned generalizations are also prone to this limitation of the method. In addition, this excludes the possibility of using Bernoulli's method for identifying the poles of SISO transfer functions, since realizable systems often have complex conjugate pairs as dominant poles.


Fig. 1: Bernoulli's pole finding method. The sequence $c_{n+1} / c_{n}$ diverges if the function has multiple dominant poles.

In [32], a generalization of Bernoulli's method was proposed, where the discrete Laguerre-Fourier coefficients of $R$ were considered. Using this approach we can overcome the above mentioned limitation of Bernoulli's algorithm and reconstruct a larger subset of the poles of $R$. In fact, the algorithm proposed in [32] can be used to reconstruct every dominant pole of $R$. Later, using the ideas in [32] the von Mieses algorithm, which is capable of finding the dominant eigenvalues of matrices was generalized in [33]. In addition, using the so-called fartherst-point Voronoi mappings [4] induced by the pseudo-hyperbolic metric, we were able to characterize the poles of the function $R$ which can be reconstructed by this method.

The main contribution of this work is a further generalization of the ideas proposed in [32]. Namely, we propose to use the coefficients of periodic MalmquistTakenaka series $[16,24,35,39]$ to find the inverse poles of $R$. The proposed methods will include the ideas discussed in [32] as a special case. One important advantage of our generalization is that using the coefficients from a periodic Malmquist-Takenaka expansion, we can construct an iterative algorithm to find every pole of $R$.

The paper is organized as follows. In section 2 we discuss periodic Malmquist-

Takenaka systems, generalize the concept of dominant poles and introduce a generalization of Bernoulli's algorithm. In section 3 we describe the poles which can be found using the proposed method. In section 4 we consider the problem of discretization. In section 5 we propose an iterative algorithm to identify every pole of a rational function based on periodic Malmquist-Takenaka coefficients. We discuss some numerical considerations of the proposed methods in section 6 , then conclude our work with an overview and future plans in section 7 .
2. A generalization of Bernoulli's method. In Bernoulli's pole finding method, the coefficients $c_{n}$ refer to the Fourier coefficients of the rational function $R$ with respect to the trigonometric system $\left(\epsilon_{n}, n \in \mathbb{Z}\right)$ [11]:

$$
c_{n}=\left\langle R, \epsilon_{n}\right\rangle:=\frac{1}{2 \pi} \int_{0}^{2 \pi} R\left(e^{i t}\right) e^{-i n t} d t \quad(n \in \mathbb{N})
$$

Provided that the function values of $R$ are available on the torus, $c_{n}$ can be calculated. We note that Bernoulli's method can also be applied using discrete Fourier coefficients instead of $c_{n}$. For the elementary rational functions

$$
\begin{equation*}
r_{\alpha}(z):=\sum_{n=0}^{\infty} \bar{\alpha}^{n} z^{n}=\frac{1}{1-\bar{\alpha} z} \tag{2.1}
\end{equation*}
$$

Bernoulli's algorithm can easily be verified. The number $\alpha^{*}:=1 / \bar{\alpha}$ is the pole of the function $r_{\alpha}$. Since $\alpha$ is the reflection of $\alpha^{*}$ accross the torus $\mathbb{T}:=\{z \in \mathbb{C}:|z|=1\}$, we will refer to $\alpha$ as the inverse pole of $r_{\alpha}$ henceforth.

Let $\mathcal{A}$ denote the set of analytic functions on the closed disk. The classical Bernoulli method is summarized by the next theorem.

THEOREM 2.1 (Bernoulli's algorithm). Suppose the multiplicity of each inverse pole of the rational function $R \in \mathcal{A}$ is 1 . If $\alpha_{0} \in \mathbb{D}$ is the dominant inverse pole of $R$, or in other words for any $\alpha \neq \alpha_{0}$ inverse pole, $\left|\alpha_{0}\right|>|\alpha|$ holds, then

$$
\begin{equation*}
\frac{\left\langle\epsilon_{n}, R\right\rangle}{\left\langle\epsilon_{n-1}, R\right\rangle}=\alpha_{0}+O\left(q^{n}\right) \tag{2.2}
\end{equation*}
$$

where $q=\max _{\alpha_{0} \neq \alpha}|\alpha| /\left|\alpha_{0}\right|$.
We note that the convergence also holds when $R$ has higher multiplicity inverse poles, however in this case the rate of convergence is $O(1 / n)$.

The main contribution of this paper is the generalization of (2.2) to MalmquistTakenaka systems generated by periodic sequences (or in short PMT systems), which contain the Laguerre and trigonometric systems as special cases. In this section we introduce a generalized version of (2.2), which allows us to identify a single inverse pole of a rational function. We also generalize the concept of dominant inverse poles and specify the inverse poles which can be found by the proposed method. Later in section 5 we introduce an algorithm based on the findings in this section, which will allow us to iteratively find every inverse pole of the rational function in question. Malmquist-Takenaka (or MT) systems [24, 35] can be described with the help of Blaschke factor [3]:

$$
\begin{equation*}
B_{a}(z):=\frac{z-a}{1-\bar{a} z} \quad(a \in \mathbb{D},|z| \leq 1) \tag{2.3}
\end{equation*}
$$

It is well-known $[25,31]$ that every Blaschke factor in

$$
\begin{equation*}
\mathfrak{B}:=\left\{\varepsilon B_{a}:(a, \varepsilon) \in \mathbb{D} \times \mathbb{T}\right\} \tag{2.4}
\end{equation*}
$$

is a bijection on $\mathbb{D}$ and $\mathbb{T}$, furthermore $\mathfrak{B}$ forms a transformation group on $\mathbb{D}$ with respect to function composition. This group describes the congruence transformations of the Bolyai-Lobachevsky geometry in the Poincaré disc model $[6,34]$.

The pseudo-hyperbolic distance

$$
\begin{equation*}
\rho(a, b):=\left|B_{a}(b)\right| \quad(a, b \in \mathbb{D}) \tag{2.5}
\end{equation*}
$$

is a metric on $\mathbb{D}$ which shows invariance towards Blaschke-transformations [25, 31]:

$$
\rho(T(a), T(b))=\rho(a, b) \quad(a, b \in \mathbb{D}, T \in \mathfrak{B})
$$

Every sequence $\mathfrak{a}=\left(a_{n}, n \in \mathbb{N}\right) \in \mathfrak{U}:=\mathbb{D} \times \mathbb{D} \times \ldots$ defines the MT-system $[24,36]$ $\Phi^{\mathfrak{a}}:=\left\{\Phi_{n}^{\mathfrak{a}}: n \in \mathbb{N}\right\}$, where

$$
\begin{equation*}
\phi_{n}^{\mathfrak{a}}:=\sqrt{1-\left|a_{n}\right|^{2}} r_{a_{n}} \prod_{j=0}^{n-1} B_{a_{j}} \quad(n \in \mathbb{N}, \mathfrak{a} \in \mathfrak{U}) \tag{2.6}
\end{equation*}
$$

It is well-known $[16,31]$ that MT-functions form a complete function system in the Hardy space $H^{2}(\mathbb{D})$ if and only if

$$
\sum_{n=0}^{\infty}\left(1-\left|a_{n}\right|\right)=\infty
$$

Furthermore, for any $\mathfrak{a} \in \mathfrak{U}$, the function system $\Phi^{\mathfrak{a}}$ is orthogonal with respect to the scalar product in $H^{2}(\mathbb{D})$ defined as

$$
\begin{equation*}
\langle f, g\rangle:=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t}\right) \overline{g\left(e^{i t}\right)} d t \quad\left(f, g \in H^{2}(\mathbb{D})\right) \tag{2.7}
\end{equation*}
$$

We say that the MT system $\Phi^{\mathfrak{a}}$ is $p$-periodic if there exists a number $p \in \mathbb{N}^{*}:=$ $\{n \in \mathbb{N}: n \geq 1\}$, such that $a_{n+p}=a_{n}(n \in \mathbb{N})$. Such $p$-periodic sequences from $\mathfrak{U}$ can be identified with the elements of the space $\mathfrak{U}_{p}:=\mathbb{D}^{p}$. Periodic MT-systems can be described with $p$-order Blaschke-products:

$$
\begin{equation*}
B_{\mathfrak{a}}(z)=\prod_{j=0}^{p-1} B_{a_{j}}(z) \quad\left(\mathfrak{a} \in \mathfrak{U}_{p}, z \in \overline{\mathbb{D}}\right) \tag{2.8}
\end{equation*}
$$

Using (2.6) and (2.8) the $p$-periodic MT functions can be written as

$$
\begin{equation*}
\phi_{k p+n}^{\mathfrak{a}}=\phi_{n}^{\mathfrak{a}} B_{\mathfrak{a}}^{k} \quad(0 \leq n<p, k \in \mathbb{N}) \tag{2.9}
\end{equation*}
$$

Using Cauchy's formula, we get that for any $\phi \in \mathcal{A}$ analytic function and elementary rational function (2.1)

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\mathbb{T}} \frac{\phi(z)}{z-\alpha} d z=\left\langle\phi, r_{\alpha}\right\rangle=\phi(\alpha) \quad(\alpha \in \mathbb{D}) . \tag{2.10}
\end{equation*}
$$

By (2.10) we can acquire simple formulas for the ratios of the PMT-Fourier coefficients corresponding to the elementary rational function $r_{\alpha}$. The special case of choosing a single parameter $\mathfrak{a}=(a)(a \in \mathbb{D})$ yields the so-called discrete Laguerre system $[5,16]$. By (2.9) and (2.10) it is easy to see that in this case we have $\left\langle\phi_{k}^{a}, r_{\alpha}\right\rangle=\phi_{0}^{a}(\alpha) B_{a}^{k}(\alpha)$, thus

$$
\begin{equation*}
\frac{\left\langle\phi_{k}^{a}, r_{\alpha}\right\rangle}{\left\langle\phi_{k-1}^{a}, r_{\alpha}\right\rangle}=\frac{\phi_{k}^{a}(\alpha)}{\phi_{k-1}^{a}(\alpha)}=B_{a}(\alpha) \quad\left(k \in \mathbb{N}^{*}\right) . \tag{2.11}
\end{equation*}
$$

From (2.11), the inverse pole $\alpha$ can be easily acquired by the inverse $B_{-a}$ of $B_{a}$.
We now proceed to propose a pole reconstruction method similar to (2.11) in the general case, when we consider $\mathfrak{a} \in \mathfrak{U}_{p} p$-periodic sequences. For example by taking the indices

$$
\begin{equation*}
\nu_{k}:=n+p k \quad\left(k \in \mathbb{N}^{*}, 0<n<p, p>1\right) \tag{2.12}
\end{equation*}
$$

we get the ratios

$$
\begin{equation*}
\frac{\left\langle\phi_{\nu_{k}}^{\mathrm{a}}, r_{\alpha}\right\rangle}{\left\langle\phi_{\nu_{k}-1}^{\mathrm{a}}, r_{\alpha}\right\rangle}=\frac{\phi_{n}^{\mathrm{a}}(\alpha)}{\phi_{n-1}^{\mathrm{a}}(\alpha)} \quad\left(k \in \mathbb{N}^{*}, n>0, p>1\right) . \tag{2.13}
\end{equation*}
$$

In (2.13), if we choose $p=1$ as a special case we get formula (2.11).
Before we can formulate our main claim, we need to generalize the concept of dominant poles. Let $A \subset \mathbb{D}$ be a finite set. We say that $\alpha_{0} \in A$ is a $B_{\mathfrak{a}}$-dominant point in $A$, if

$$
\begin{equation*}
\left|B_{\mathfrak{a}}\left(\alpha_{0}\right)\right|>\left|B_{\mathfrak{a}}(\alpha)\right| \quad\left(\alpha \in A, \alpha \neq \alpha_{0}\right) . \tag{2.14}
\end{equation*}
$$

Using (2.13) and (2.14) we can generalize Bernoulli's method with the following theorem.

Theorem 2.2. Suppose that the inverse poles $\alpha \in A$ of the rational function $R$ are simple and let $\alpha_{0}$ be the $B_{\mathfrak{a}}$-dominant inverse pole of $R$. Then, the limit

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left\langle\phi_{\nu_{k}}^{\mathrm{a}}, R\right\rangle}{\left\langle\phi_{\nu_{k}-1}^{\mathrm{a}}, R\right\rangle}=\frac{\phi_{n}^{\mathfrak{a}}\left(\alpha_{0}\right)}{\phi_{n-1}^{\mathrm{a}}\left(\alpha_{0}\right)} \quad\left(\mathfrak{a} \in \mathfrak{U}_{p}, p \geq 1\right) \tag{2.15}
\end{equation*}
$$

exists and the rate of convergence in (2.15) is $O\left(q^{k}\right)$, where

$$
q:=\max _{\alpha \in A, \alpha \neq \alpha_{0}}\left|B_{\mathfrak{a}}(\alpha)\right| /\left|B_{\mathfrak{a}}\left(\alpha_{0}\right)\right| .
$$

Proof. Let $R(z):=\sum_{\alpha \in A} \lambda_{\alpha} r_{\alpha}(z) \quad\left(z \in \mathbb{D} \cup \mathbb{T}, \lambda_{\alpha} \in \mathbb{C}\right)$ be an analytic rational function on the closed disk. Then, by (2.14) $B_{\mathfrak{a}}\left(\alpha_{0}\right) \neq 0$. Furthermore, by (2.9) and (2.10)

$$
\begin{aligned}
& \left\langle\phi_{\nu_{k}}^{\mathfrak{a}}, R\right\rangle=\bar{\lambda}_{\alpha_{0}} \phi_{\nu_{k}}^{\mathfrak{a}}\left(\alpha_{0}\right)+\sum_{\alpha \in A \backslash\left\{\alpha_{0}\right\}} \bar{\lambda}_{\alpha} \phi_{\nu_{k}}^{\mathfrak{a}}(\alpha)= \\
& =B_{\mathfrak{a}}^{k}\left(\alpha_{0}\right)\left(\bar{\lambda}_{\alpha_{0}} \phi_{n}^{\mathfrak{a}}\left(\alpha_{0}\right)+\sum_{\alpha \in A \backslash\left\{\alpha_{0}\right\}} \bar{\lambda}_{\alpha} \phi_{n}^{\mathfrak{a}}(\alpha) \frac{B_{\mathfrak{a}}^{k}(\alpha)}{B_{\mathfrak{a}}^{k}\left(\alpha_{0}\right)}\right)= \\
& =B_{\mathfrak{a}}^{k}\left(\alpha_{0}\right)\left(\bar{\lambda}_{\alpha_{0}} \phi_{n}^{\mathfrak{a}}\left(\alpha_{0}\right)+O\left(q^{k}\right)\right),
\end{aligned}
$$

from which (2.15) follows directly. We note that, if $A \backslash\left\{\alpha_{0}\right\}=\emptyset$, then $q=0$ and the sequence (2.15) is constant.

We note that a similar statement can be formulated for inverse poles with higher multiplicities, however in this case the rate of convergence cannot be guaranteed unless the multiplicity of $\alpha_{0}$ remains 1 . Due to the special choice of the indices $\nu_{k}$ the above ratios can be written as

$$
\begin{equation*}
S(z)=S_{n}^{\mathfrak{a}}(z)=\frac{\phi_{n}^{\mathfrak{a}}(z)}{\phi_{n-1}^{\mathfrak{a}}(z)}=\kappa_{n} \frac{z-a_{n-1}}{1-\bar{a}_{n} z} \tag{2.16}
\end{equation*}
$$

where

$$
\kappa:=\kappa_{n}:=\sqrt{\left(1-\left|a_{n}\right|^{2}\right) /\left(1-\left|a_{n-1}\right|^{2}\right)} \quad(z \in \mathbb{D}, 0 \leq n \leq p-1) .
$$

We can easily invert $w=S(z)$ with the formula

$$
\begin{equation*}
z=Q(w)=Q^{\mathfrak{a}}(w)=\frac{w / \kappa+a_{n-1}}{1+\bar{a}_{n} w / \kappa} . \tag{2.17}
\end{equation*}
$$

Using the limit $s(\mathfrak{a}):=\lim _{k \rightarrow \infty} s_{k}(\mathfrak{a})$, where

$$
\begin{equation*}
s_{k}(\mathfrak{a})=s_{k}^{R}(\mathfrak{a}):=\frac{\left\langle\phi_{\nu_{k}}^{\mathfrak{a}}, R\right\rangle}{\left\langle\phi_{\nu_{k-1}}^{\mathfrak{a}}, R\right\rangle}\left(k \in \mathbb{N}^{*}\right), \tag{2.18}
\end{equation*}
$$

we can rewrite (2.15) as

$$
\begin{equation*}
\alpha_{0}=Q^{\mathfrak{a}}(s(\mathfrak{a})) . \tag{2.19}
\end{equation*}
$$

In practice, applying formula (2.19) comes at the cost of numerical errors. The cause of these errors is that in practice we can only consider the value of $s_{m^{*}}$ (for some finite $m^{*}$ index) instead of the limit $s$. This error can be expressed by

$$
\begin{equation*}
\left|Q^{\mathfrak{a}}(s(\mathfrak{a}))-Q^{\mathfrak{a}}\left(s_{m^{*}}(\mathfrak{a})\right)\right| \leq M(\mathfrak{a}) \cdot\left|s(\mathfrak{a})-s_{m^{*}}(\mathfrak{a})\right|, \tag{2.20}
\end{equation*}
$$

where $M(\mathfrak{a}):=\max _{w \in S(\overline{\mathbb{D}})}\left|Q^{\prime}(w)\right|$. The value of $Q^{\prime}(w)$ can be expressed at a point $w=S(z)$ as

$$
Q^{\prime}(w)=\frac{1}{S^{\prime}(z)}=\frac{\left(1-\bar{a}_{n} z\right)^{2}}{\kappa\left(1-a_{n-1} \bar{a}_{n}\right)}
$$

from which we get

$$
\begin{equation*}
M(\mathfrak{a})=\frac{\left(1+\left|a_{n}\right|\right)^{2}}{\kappa\left|1-a_{n-1} \bar{a}_{n}\right|} \tag{2.21}
\end{equation*}
$$

Practical ways to choose the parameter $\mathfrak{a}$ and estimate $\left|s(\mathfrak{a})-s_{m^{*}}(\mathfrak{a})\right|$ are discussed in section 6 .

We note that in the special case $p=1$, we choose $a_{n-1}=a_{n}=a$ in the above formulas. We would like to highlight that choosing $\mathfrak{a}=(0)$ yields $\phi_{n}^{0}(z)=z^{n}$, the trigonometric system and in this case $\alpha_{0}$ is the dominant inverse pole in the usual sense. In this case equation (2.14) also has an obvious geometrical interpretation.

Considering the 1-periodic parameter sequence $\mathfrak{a}=(a)(a \in \mathbb{D})$ produces the discrete Laguerre-system and condition (2.14) becomes

$$
\begin{equation*}
\rho\left(a, \alpha_{0}\right)=\left|B_{a}\left(\alpha_{0}\right)\right|>\left|B_{a}(\alpha)\right|=\rho(a, \alpha) \quad(\alpha \in A) \tag{2.22}
\end{equation*}
$$

where $\rho(\cdot, \cdot)$ is the pseudo-hyperbolic metric as given in (2.5). We discuss the geometric interpretation of (2.22) in [32]. We note that in this special case $n=1, a_{0}=a_{1}=a$, therefore

$$
M(a)=\frac{(1+|a|)^{2}}{1-|a|^{2}}=\frac{1+|a|}{1-|a|}
$$

3. Geometric properties of dominant poles. In this section we summarize the geometric interpretations of the generalized dominant poles (2.14). From the point of view of our proposed pole identification scheme built around theorem 2.2, the results in this section help us visualize how to choose the parameters of the Malmquist-Takenaka expansions to identify specific poles of the rational function $R$. Formally, using the concept of Voronoi-mappings [4], we describe some regions of $\mathbb{D}$. Choosing the parameters of the aforementioned MT-systems from these regions and applying theorem 2.2 will allow for finding specific poles of $R$. The results discussed here also show, that some poles may be "hidden" in the sense, that independent of our choice of the parameter vector $\mathfrak{a}$, they will never be dominant (will not satisfy (2.14)), therefore cannot be recovered directly using theorem 2.2. In order to find such hidden poles with the proposed method, "cancelling the effect" of other poles is necessary. We discuss such techniques in section 5 .

We begin by considering the $p=1$ case, that is, when the periodic MalmquistTakenaka system in theorem 2.2 depends on a single $a \in \mathbb{D}$ parameter. We are going to illustrate that in this case, the dominant poles of $R$ can be described using the so-called pseudo hyperbolic metric and Voronoi mappings. Moreover, we are going to investigate an interesting relationship between these dominant, or "visible" poles (the ones that we can recover using theorem 2.2), and the extreme points of the convex hull of the inverse poles. This observation will allow us to point out some interesting relationships between Voronoi-mappings generated by different types of metrics and corresponding variants of convex hulls. The notion of dominant poles as introduced in [32] can be geometrically described using farthest-point Voronoi-mappings [4]. Let $F_{A}$ denote the union of the hyperbolic bisectors $\ell_{a, b}:=\{z \in \mathbb{D}: \rho(a, z)=\rho(b, z)\}$ and let $D_{A}:=\mathbb{D} \backslash F_{A}(a, b \in A, a \neq b)$. Then, for each $a \in D_{A}$ there uniquely exists a point $\alpha \in A$ which is farthest from $a$ in metric $\rho$. Let $V=V_{A}:=D_{A} \rightarrow A$ denote the function which maps every $a \in D_{A}$ to the point in $A$ farthest away from it. Then, $V_{A}$

(a) Farthest-point Voronoi diagram using pseudo hyperbolic distance. In this case there were more than one dominant inverse poles in the classical sense, however using the proposed approach (2.15), we can reconstruct any of them.

(b) Farthest-point Voronoi diagram using pseudo hyperbolic distance. Not every $a \in A$ is guaranteed to have a nonempty Voronoi cell. In this case the point labeled " R " has no corresponding region.

Fig. 2: Some example Voronoi cells generated by the pseudo hyperbolic distance. Members of the set $A$ are denoted by points of different colors and are labeled with the letters "R","G" and "B" for red, green and blue. The corresponding Voronoi cells are shown in the same color. If $A$ contains the inverse poles of a rational function $R$, then choosing the parameter of the 1-periodic MT system (discrete Laguerre system) from the set $V_{A}^{-1}(\alpha)(\alpha \in A)$ allows for the reconstruction of the inverse pole $\alpha$ with (2.15).

In figure 2, we illustrate some farthest-point cells $V_{A}^{-1}(\alpha)$. For the examples in figure 2 , not considering points strictly on the border between two neighbouring Voronoi cells, the limit (2.15) exists for any $a \in \mathbb{D}$ parameter. The rate of convergence depends on the choice of the parameter $a$ choosen from the Voronoi-cells. The choice of this parameter will be further discussed in section 6 . Suppose that $A$ contains the inverse poles of a rational function. Then, the examples in figure 2 also illustrate that if there is no dominant inverse pole (the points in $A$ fall on a circle), each inverse pole can still be found using the proposed algorithm.

We note that in the Euclidean plane (when we define the distance generating the Voronoi mappings as $\rho(a, b)=\|a-b\|_{2}\left(a, b \in \mathbb{R}^{2}\right)$ instead of (2.5)), we can describe $V_{A}$ using convex geometry. Namely, the range of $V_{A}$ can be described by the set of extreme points of the convex hull of $A$ (see figure 4). The analogous statement does not hold for the hyperbolic case. In figure 4, we illustrate that the set of vertices of the hyperbolic convex hull of $A$ is larger than the range of $V_{A}$. In this case, one
can describe the range of $V_{A}$ on the hyperbolic plane using the notion of paracyclic convexity. We plan to investigate this phenomena in detail in a future work.

Next, we would like to extend the idea of describing the dominant (or "visible") inverse poles of the rational function $R$ for identification by periodic MT-systems, where $p \geq 2$. In this case, the MT-Fourier coefficients used to identify the dominant inverse poles depend on a $p$ dimensional parameter vector denoted by $\mathfrak{a}_{p}$. We are interested in describing the Voronoi cells generated by the inverse poles of $R$, where instead of the hyperbolic metric discussed above, the notion of distance is given by the Blaschke product corresponding to $\mathfrak{a}_{p}$. The case, when the first $p-1$ components in $\mathfrak{a}_{p}$ are chosen as the inverse poles $\alpha_{0}, \ldots, \alpha_{p-2} \in A$ will be of special interest to us (see figure 3 and section 5), however we discuss our findings for a general choice of $\mathfrak{a}$. In order to give a geometric description of the general case, let us consider the sequence $\mathfrak{a}:=\left(a_{0}, a_{1}, \ldots\right) \in \mathfrak{U}$ and fixing the first $p-1$ components define

$$
\begin{equation*}
\mathfrak{a}_{p}:=\left(a_{0}, a_{1}, \ldots, a_{p-2}, a\right) \quad(a \in \mathbb{D}) \tag{3.1}
\end{equation*}
$$

We are going to use the vector $\mathfrak{a}_{p}$ to construct a periodic MT system. Then, as stated in (2.14), we call $\alpha_{0} \in A$ the $B_{\mathfrak{a}_{p}}$-dominant element in $A$ if for the mapping

$$
\begin{equation*}
\rho_{p}(a, \alpha):=\left|B_{\mathfrak{a}_{p}}(\alpha)\right|(\alpha \in \mathbb{D}) \tag{3.2}
\end{equation*}
$$

the statement analogous to (2.14) holds:

$$
\begin{equation*}
\rho_{p}\left(a, \alpha_{0}\right)>\rho_{p}(a, \alpha)\left(\alpha \in A, \alpha \neq \alpha_{0}\right) \tag{3.3}
\end{equation*}
$$

Using the mappings $\rho_{p}$ we can introduce the Voronoi mappings $V_{A, p}$ generated by them. For any interior point of the Voronoi cells, the limit (2.15) exists. We note that if $\alpha \in A$ and $\alpha$ is also a component in $\mathfrak{a}_{p}$, then $V_{A, p}^{-1}(\alpha)=\emptyset$, or in other words $\alpha$ cannot be found using the proposed method. As discussed in detail in section 5, this property can be exploited to construct an iterative algorithm which finds every pole of the rational function. An example mapping $V_{A, p}$ is provided for $p=2$ in figure 3 .
4. Discrete Malmquist-Takenaka systems. In numerical calculations instead of the Fourier coefficients $\widehat{f}(n)[11]$ of a function $f: \mathbb{T} \rightarrow \mathbb{C}$ we often consider the $N$-periodic discrete Fourier-coefficients

$$
\begin{equation*}
\widehat{f}_{N}(n):=\frac{1}{N} \sum_{z \in \mathbb{T}_{N}} f(z) z^{-n} \quad(n, N \in \mathbb{N} \backslash\{0\}) \tag{4.1}
\end{equation*}
$$

where

$$
\mathbb{T}_{N}:=\left\{e^{2 i \pi k / N}: 0 \leq k<N\right\}
$$

The (finite) trigonometric system is orthogonal with respect to the discrete inner product [11]

$$
[f, g]_{N}:=\frac{1}{N} \sum_{z \in \mathbb{T}_{N}} f(z) \bar{g}(z) \quad(N=2,3, \ldots)
$$

Let $\widehat{r}_{\alpha}(n)$ denote the $n$-th Fourier coefficient of the elementary rational function $r_{\alpha}$. From the formula


Fig. 3: An example of $V_{A, p}$ for $p=2$. For $p>1$, the borders between the Voronoi cells can no longer be described with hyperbolic lines. In this case $a_{0}$ is chosen as the inverse pole denoted by the red point (hence its corresponding Voronoi cell is empty). If we choose the parameter $a_{1}$ from either of the two Voronoi cells and apply theorem 2.2, then we can find the inverse pole corresponding to the color of the chosen cell.


Fig. 4: Relationship between convex geometry and nonempty farthest-point Voronoi cells in the Euclidean and hyperbolic cases.

$$
r_{\alpha}(z)=\sum_{n=0}^{\infty} \bar{\alpha}^{n} z^{n} \quad(\alpha \in \mathbb{D},|z|<1)
$$

it follows that the discrete Fourier coefficients of the elementary rational function $r_{\alpha}$ can be written as

$$
\begin{equation*}
\widehat{r}_{\alpha, N}(n)=\frac{\bar{\alpha}^{n}}{1-\bar{\alpha}^{N}}=\frac{\widehat{r}_{\alpha}(n)}{1-\bar{\alpha}^{N}} \quad(0 \leq n<N) \tag{4.2}
\end{equation*}
$$

Because of (4.2), we can use discrete Fourier coefficients to construct the ratios in (2.2).

In order to formulate the discrete Malmquist-Takenaka system, let us consider an $N$-periodic MT system $\phi_{n+N k}^{\mathfrak{a}}=\phi_{n}^{\mathfrak{a}} B_{\mathfrak{a}}^{k}$ generated by the vector $\mathfrak{a} \in \mathbb{D}^{N}$. Taking the MTF coefficients of $r_{\alpha}$ and considering (2.10) leads to

$$
\begin{equation*}
\left\langle\phi_{n+N k}^{\mathfrak{a}}, r_{\alpha}\right\rangle=\phi_{n}^{\mathfrak{a}}(\alpha) B_{\mathfrak{a}}^{k}(\alpha) \quad(k \in \mathbb{N}, 0 \leq n<N) \tag{4.3}
\end{equation*}
$$

Because $\left|B_{\mathfrak{a}}(\alpha)\right|<1$, the Malmquist-Takenaka Fourier series with the coefficients (4.3) is absolutely and uniformly convergent on $\mathbb{T}$. Furthermore (since the MT system is complete in the Hardy space $\left.H^{2}(\mathbb{D})\right)$ the series produces $r_{\alpha}$ :

$$
\begin{equation*}
r_{\alpha}(z)=\sum_{n=0}^{N-1} \sum_{k=0}^{\infty} \bar{\phi}_{n}^{\mathfrak{a}}(\alpha) \phi_{n}^{\mathfrak{a}}(z) \bar{B}_{\mathfrak{a}}^{k}(\alpha) B_{\mathfrak{a}}^{k}(z)=\frac{1}{1-\bar{B}_{\mathfrak{a}}(\alpha) B_{\mathfrak{a}}(z)} \sum_{n=0}^{N-1} \bar{\phi}_{n}^{\mathfrak{a}}(\alpha) \phi_{n}^{\mathfrak{a}}(z) \tag{4.4}
\end{equation*}
$$

Taking the limit $\alpha \rightarrow w \in \mathbb{T}$ in (4.4) produces the Christoffel-Darboux formula for Malmquist-Takenaka systems (seel also [5, 7, 28]):

$$
\begin{equation*}
\sum_{n=0}^{N-1} \bar{\phi}_{n}^{\mathfrak{a}}(w) \phi_{n}^{\mathfrak{a}}(z)=\frac{1-\bar{B}_{\mathfrak{a}}(w) B_{\mathfrak{a}}(z)}{1-\bar{w} z} \quad(w, z \in \overline{\mathbb{D}}, w \neq z) \tag{4.5}
\end{equation*}
$$

In order to acquire the discrete MT functions let us consider the set

$$
\begin{equation*}
\mathbb{T}_{N}^{\mathfrak{a}}:=\left\{z \in \mathbb{T}: B_{\mathfrak{a}}(z)=1\right\} \tag{4.6}
\end{equation*}
$$

where $\mathfrak{a} \in \mathbb{D}^{N}$. Since $B_{\mathfrak{a}}: \mathbb{T} \rightarrow \mathbb{T}$ is an $N$-fold mapping [25,31], the number of elements in $\mathbb{T}_{N}^{\mathfrak{a}}$ is exactly $N$. We note that (4.6) can also be an appropriate choice of discretization points for a periodic MT system, whose period is less than $N$. For example, if we consider the 1-periodic (discrete Laguerre) system, choosing the discretization points (4.6) with $\mathfrak{a}=(a, a, a, a, \ldots) \in \mathbb{D}^{N}(N \geq 1)$ is appropriate. Furthermore,

$$
\sum_{n=0}^{N-1} \bar{\phi}_{n}^{\mathfrak{a}}(w) \phi_{n}^{\mathfrak{a}}(z)= \begin{cases}0 & \left(z, w \in \mathbb{T}_{N}^{\mathfrak{a}}, z \neq w\right)  \tag{4.7}\\ \sigma^{2}(z) & \left(z \in \mathbb{T}_{N}^{\mathfrak{a}}, z=w\right)\end{cases}
$$

where

$$
\begin{equation*}
\sigma(z):=\sum_{n=0}^{N-1} \frac{1-\left|a_{n}\right|^{2}}{\left|1-\bar{a}_{n} z\right|^{2}} . \tag{4.8}
\end{equation*}
$$

From the equations (4.7) and (4.8) it follows that the function system $\phi_{n}^{\mathfrak{a}}(0 \leq$ $n<N)$ is orthonormal with respect to the inner product

$$
\begin{equation*}
[f, g]_{N}^{\mathfrak{a}}:=\sum_{z \in \mathbb{T}_{N}^{\mathfrak{a}}} f(z) \bar{g}(z) / \sigma(z) \tag{4.9}
\end{equation*}
$$

or in other words $\left[\phi_{n}^{\mathrm{a}}, \phi_{m}^{\mathrm{a}}\right]_{N}^{\mathfrak{a}}=\delta_{m n}$. Since $\phi_{n+k N}^{\mathfrak{a}}=\phi_{n}^{\mathrm{a}}$ holds in any $z \in \mathbb{T}_{N}^{\mathfrak{a}}$ point, the discrete MTF coeffiecients are $N$-periodic. Using this and (4.4) we can arrive at a formula analogous to (4.2) for MTF coefficients:

$$
\begin{equation*}
\left[\phi_{n}^{\mathfrak{a}}, r_{\alpha}\right]_{N}^{\mathfrak{a}}=\frac{\bar{\phi}_{n}^{\mathfrak{a}}(\alpha)}{1-\bar{B}_{\mathfrak{a}}(\alpha)}=\frac{\left\langle\phi_{n}^{\mathfrak{a}}, r_{\alpha}\right\rangle}{1-\bar{B}_{\mathfrak{a}}(\alpha)} \quad(0 \leq n<N) . \tag{4.10}
\end{equation*}
$$

By (4.10) we can also use discrete MTF coefficients to construct the ratios needed for the proposed pole finding method (2.15).
5. Finding every pole of a rational function. In this section we are going to propose an iterative algorithm based on theorem 2.2, which allows for finding every inverse pole of a rational function $R$. As before, we are going to assume that every inverse pole is simple and denote the (finite) set of inverse poles by $A \subset \mathbb{D}$.

We begin by introducing a mechanism to eliminate inverse poles which have already been found. From section 3 it is clear that using $p$-periodic MTF coefficients in (2.15), where the MT system is generated by $\mathfrak{a} \in \mathbb{D}^{p}$ allows for the identification of a single $B_{\mathfrak{a}}$-dominant inverse pole. Modifying the parameter vector $\mathfrak{a}$ lets us find different inverse poles from $A$, however not every inverse pole can be acquired in this way (see figure 3). We will make use of the following observation:

$$
\begin{equation*}
B_{\mathfrak{a}}(\alpha)=0 \quad\left(\mathfrak{a}:=\left(a_{0}, \ldots, a_{p-2}, \alpha\right) \in \mathbb{D}^{p}, p \geq 1\right) . \tag{5.1}
\end{equation*}
$$

In effect (5.1) states that if the inverse pole $\alpha \in A$ is also a component of $\mathfrak{a}$, then $\alpha$ cannot be $B_{\mathfrak{a}}$-dominant. This provides an opportunity to "eliminate" already found inverse poles. Suppose we applied theorem 2.2 with a PMT system defined by $\mathfrak{a} \in \mathbb{D}^{p}$ to identify the inverse pole $\alpha \in \mathbb{D}$. Now applying (2.15) using the MTF coefficients determined by the vector $\mathfrak{b}:=(\mathfrak{a}, \alpha) \in \mathbb{D}^{p+1}$ guarantees by (5.1) that $\alpha$ cannot be found again. Repeating this process and considering larger $p$-periodic MT systems in each step allows us to find every inverse pole of $R$.

The question of when to stop the above described steps still needs to be considered. Many popular methods capable of identifying rational functions (for example the output error model [10]) assume the order of $R$ to be known. If we can assume $R$ has exactly $p \in \mathbb{N}$ poles, then it is possible to find every inverse pole of $R$ by applying theorem $2.2 p$ times. In each step of this process, we can eliminate the inverse pole $\alpha$ found in the previous iteration by including it in the parameter vector that defines the current PMT system.

One advantage of our proposed pole finding scheme is that it is possible to apply theorem 2.2 without making any assumptions on the order of $R$. In this case however, one has to define a condition on when to stop looking for new inverse poles. We now propose one such possible stopping condition for the iterative application of theorem 2.2. Let $\phi_{k}(z):=\phi_{k}^{\mathfrak{a}_{k}}, \mathfrak{a}_{k}:=\left(a_{0}, \ldots, a_{k-1}\right),(1 \leq k \leq p)$ and consider the $p$-th Malmquist-Takenaka partial sum of $R$

$$
\begin{equation*}
S_{p} R(w)=S_{p}^{\mathbf{a}} R(w):=\sum_{k=0}^{p-1} c_{k} \phi_{k}(w), \quad(R \in \mathcal{A}, w \in \overline{\mathbb{D}}), \tag{5.2}
\end{equation*}
$$

where $c_{k}$ denote the $k$-th MTF coefficients.
Consider the $\mathrm{H}_{2}$ norm

$$
\|f\|_{H_{2}}=\sqrt{\langle f, f\rangle} \quad\left(f \in H_{2}(\mathbb{D})\right.
$$

induced by the $H_{2}$ scalar product defined in (2.7). Clearly, if $\mathfrak{a}_{p}:=\left(a_{0}, \ldots, a_{p-1}\right)$ exactly matches the inverse poles of $R$, then $\left\|R-S_{p} R\right\|_{H^{2}}=0$ is also true, therefore we can stop the iteration once the $H^{2}$ norm of $R-S_{p} R$ is zero. Since the inverse poles of $R$ can are simple and are contained in $A=\left\{\alpha_{0}, \ldots, \alpha_{p-1}\right\} \subset \mathbb{D}^{p}$, the rational function $R$ belongs to the subspace spanned by $\phi_{0}, \ldots, \phi_{p-1}$. Thus, $\left\|R-S_{p} R\right\|_{H^{2}}=0$ indicates, that for the parameter vector generating the partial sum $S_{p} R$, we have $\mathfrak{a}_{p}=\left(\alpha_{0}, \ldots, \alpha_{p-1}\right)$.

The steps for the $k$-th iteration of the proposed pole finding scheme can be summarized as follows.

1. Identify $\alpha_{k-1} \in A$, by applying theorem 2.2. Let the PMT system involved in the application of the theorem be generated by $\mathfrak{a}_{k}=\left(\alpha_{0}, \ldots, \alpha_{k-2}, a\right) \subset \mathbb{D}^{k}$, where $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{k-2} \in A$.
2. Use the newly identified $\alpha_{k-1}$ inverse pole to construct the parameter vector $\mathfrak{b}_{k}:=\left(\alpha_{0}, \alpha_{k}, \ldots, \alpha_{k-1}\right) \in \mathbb{D}^{k}$. Construct the PMT system $\phi_{j}(z):=$ $\phi_{j}^{\mathfrak{b}_{k}}(z) \quad(j=0, \ldots, k-1)$.
3. Consider the orthogonal projection of $R$ onto the subspace spanned by
$\phi_{0}^{\mathfrak{b}_{k}}, \phi_{1}^{\mathfrak{b}_{k}}, \ldots \phi_{k-1}^{\mathfrak{b}_{k}}$. This projection can be expressed by the formula in (5.2). The error of the projection is given by $\left\|R-S_{k} R\right\|_{H^{2}}$. If this error is zero, then we have successfully found every inverse pole of $R$ (hence $R$ is completely contained in the subspace), otherwise increase $k$ and repeat the above steps.
In practice, we have to consider a discrete version of the problem. That is, suppose that instead of $R$, we only have access to the vector $r \in \mathbb{C}^{N} \quad(N \in \mathbb{N})$, where the components of $\boldsymbol{r}$ are discrete samplings of $R$ on $\mathbb{T}$. We may use an equidistant sampling of $\mathbb{T}$, or the discrete point set defined in (4.6). If we consider an equidistant sampling, we have to approximate the integrals $\left\langle\phi_{\nu_{k}}^{\mathfrak{a}}, R\right\rangle$ using a numerical quadrature such as the trapezoid rule when applying theorem 2.2. This approach is quick, however it introduces numerical errors especially for small $N$. Instead of this approach, we can also use the discrete scalar product and discrete orthogonal PMT systems as discussed in section 4. These allow us more precise computations from a numerical point of view. In this case however, we have to consider that each application of theorem 2.2 requires the calculation of the sampling points (4.6) as we modify the parameter vector defining the PMT system in each iteration of the proposed method. Thus, using discrete orthogonal PMT systems can increase computational cost. We note that since the error $\left\|R-S_{p} R\right\|_{H_{2}}$ depends heavily on $R$, many signal processing applications $[8,19]$ use normalized variations of it. In this work, we propose the use of percent root mean squared difference (PRD) (see e.g. [19]) to describe the error of the projection $S_{p} R$ :

$$
\begin{equation*}
P R D(\mathfrak{a}):=\sqrt{\frac{\left\|R-S_{p}^{\mathfrak{a}} R\right\|_{H_{2}}^{2}}{\|R\|_{H_{2}}^{2}}} \cdot 100 . \tag{5.3}
\end{equation*}
$$

The use of the PRD score allows us to express the error of the approximation with percentages, thus we can construct a stopping condition for the proposed method that is usable for any $R$. In our future work we also plan to explore alternative stopping criteria suited for specific applications, however our experiments (see section 6)
demonstrate the usefullness of the proposed approach (5.3). In a computer implementation of the proposed method, the norm $\|\cdot\|_{H_{2}}$ is replaced by the $\|\cdot\|_{2}$ vector norm, if $R$ was sampled in an equidistant fashion or the norm induced by (4.9), if $R$ was sampled on (4.6).

In algortithm 5.1 we summarize the steps of the proposed inverse pole identification and elimination approach. Algorithm 5.1 should not be considered a pseudo-code, rather a summary of the different steps needed to find the inverse poles of $R$. In this formulation we assumed the order of $R$ to be unknown and relied on the above described exit condition to stop the iteration. For a more thorough consultation on the implementation, we refer to our MATLAB implementation of the proposed method [9].

```
Algorithm 5.1 Generalized Bernoulli's method to find every inverse pole
    Obtain \(\boldsymbol{r}\), a sampling of \(R\) on \(\mathbb{T}\).
    Let \(P R D=100\) and the exit condition \(\varepsilon \in[0,100]\).
    Let \(p=1\).
    Let \(\mathfrak{a}\) and \(\mathfrak{b}\) be empty vectors.
    while \(\varepsilon<P R D\) do
        If \(p=1\), then let \(\mathfrak{a}=(a) \in \mathbb{D}\). If \(p>1\), then let \(\mathfrak{a}=\left(\mathfrak{b}_{1}, \ldots, \mathfrak{b}_{p-1}, a\right) \in \mathbb{D}^{p}\),
        where \(\mathfrak{b}_{k}\) denotes the \(k\)-th component of the vector \(\mathfrak{b}\). In either of these cases, a
        strategy to choose \(a\) is given in section 6 .
```

Obtain $\alpha_{p-1}$ by applying theorem 2.2 with $\mathfrak{a}$. The practical application of theorem 2.2 is discussed in section 6 .

If $p=1$, then let $\mathfrak{b}=\left(\alpha_{p-1}\right) \in \mathbb{D}$. If $p>1$, then let $\mathfrak{b}=\left(\mathfrak{b}_{1}, \ldots, \mathfrak{b}_{p-1}, \alpha_{p-1}\right) \in \mathbb{D}^{p}$. The vector $\mathfrak{b}$ contains the already found inverse poles.

Calculate a discrete version of the projection $S_{p}^{\mathfrak{b}} R$.
Let $P R D=P R D(\mathfrak{b})$, where the function $P R D(\mathfrak{b})$ is defined in (5.3).
Let $p=p+1$.
end while
6. Numerical considerations. In this section we consider some practical problems that arise when we implement the proposed pole finding scheme. Namely, we investigate the behavior of the ratios in (2.15), when we can only calculate the MTF coefficients up to some finite index. In addition, we propose a strategy to choose the parameter vector $\mathfrak{a} \in \mathbb{D}^{p}$ that defines the Malmquist-Takenaka system in the $p$-th step of algorithm 5.1.

For a function $f \in H^{2}(\mathbb{D})$, the modulus of the periodic Malmquist-Takenaka Fourier coefficients $c_{n}^{\mathfrak{a}}:=\left\langle\phi_{n}^{\mathfrak{a}}, f\right\rangle$ tends quickly to zero if $n \rightarrow \infty$. This behavior means that as $k$ increases, calculating the ratios

$$
\begin{equation*}
s_{k}(\mathfrak{a}):=c_{\nu_{k}}^{\mathfrak{a}} / c_{\nu_{k}-1}^{\mathfrak{a}} \tag{6.1}
\end{equation*}
$$

incurs large numerical errors. On the other hand, considering ratios where the indices $\nu_{k}$ are too small, the values (6.1) may not approximate the limit well. This problem is illustrated in Figure 5.


Fig. 5: LEFT: Inverse poles of $R$ (small circles) and the parameter of the PMT system (star) for $p=1$. RIGHT: Real and imaginary parts of the ratios (6.1). If the index $k$ is too small, the ratios oscillate, and if it is too large numerical errors begin to appear.

In order to select the ratios which approximate the limit $s(\mathfrak{a}):=\lim _{k \rightarrow \infty} s_{k}(\mathfrak{a})$ closely enough, we have to find an interval $J=[k, k+\ell]$ of indices, where $s_{k}(\mathfrak{a})$ exhibit "near constant" behavior. To do this, we propose to measure the oscillation in the window $J$ by

$$
\begin{equation*}
\omega(J, \mathfrak{a}):=\max _{i, j \in J}\left|s_{i}(\mathfrak{a})-s_{j}(\mathfrak{a})\right| \tag{6.2}
\end{equation*}
$$

For a fixed $\mathfrak{a}$ we can approximate the limit of (6.1) using

$$
\begin{equation*}
\omega^{*}(\mathfrak{a})=\min _{J} \omega(J, \mathfrak{a})=\omega\left(\left[m^{*}, m^{*}+\ell\right], \mathfrak{a}\right), \quad s(\mathfrak{a}) \approx s_{m^{*}}(\mathfrak{a}) \tag{6.3}
\end{equation*}
$$

As shown in section 2 , the inverse pole can be recovered by

$$
\alpha_{0}=Q^{\mathfrak{a}}(s(\mathfrak{a}))
$$

where the mapping $Q^{\mathfrak{a}}$ is defined in (2.17). Consequently, the error formula (2.20) given as

$$
\left|Q^{\mathfrak{a}}(s(\mathfrak{a}))-Q^{\mathfrak{a}}\left(s_{m^{*}}(\mathfrak{a})\right)\right| \leq M(\mathfrak{a}) \cdot\left|s(\mathfrak{a})-s_{m^{*}}(\mathfrak{a})\right|
$$

can be used to estimate the error of the reconstruction, where $M(\mathfrak{a})$ is defined in (2.21). Unfortunately, in practice we cannot calculate the exact value of $s(\mathfrak{a})$. In this work, we approximate the error $\left|s_{k}(\mathfrak{a})-s(\mathfrak{a})\right|$ with $\left|s_{k}(\mathfrak{a})-s_{k+l}(\mathfrak{a})\right|(l, k \in \mathbb{N})$. We now proceed to show that this error decreases quickly and is therefore appropriate for most practical cases. By theorem 2.2, there exists $0 \leq q<1$ and $M \in \mathbb{R}$ for which

$$
\begin{equation*}
\left|s_{k}(\mathfrak{a})-s(\mathfrak{a})\right| \leq M \cdot q^{k} \quad(k \in \mathbb{N}) \tag{6.4}
\end{equation*}
$$

From this, we get

$$
\begin{align*}
& \left|s_{k}(\mathfrak{a})-s_{k+l}(\mathfrak{a})\right| \leq M(q+1) \cdot\left(q^{k}+q^{k+1}+\ldots\right) \\
& =M \cdot q^{k} \cdot \frac{1+q}{1-q} \quad(l>0) \tag{6.5}
\end{align*}
$$

By (6.5), the proposed practical error estimate $\left|s_{k}(\mathfrak{a})-s_{k+l}(\mathfrak{a})\right|$ has the same order of decay as $\left|s_{k}(\mathfrak{a})-s(\mathfrak{a})\right|$ and can be used in applications. If $q$ is close to 1 , then the proposed estimate is not as reliable, however we did not see a large difference between the proposed estimate $\left|s_{k}(\mathfrak{a})-s_{k+l}(\mathfrak{a})\right|$ and the actual error (6.4) in our experiments. Finally, we remark, that the MTF coefficients contain information about every pole of $R$. Methods for the $p=1$ case have already been developed, where multiple poles are identified using the PMT expansion of $R$ with $p=1$ [13]. Based on our numerical experiments, we conjuncture that if we approximate $s(\mathfrak{a})$ with $s_{n}(\mathfrak{a})$, where $s_{n}(\mathfrak{a})$ falls into a "relatively constant" part of the sequence $s_{k}(\mathfrak{a})$, then $Q^{\mathfrak{a}}\left(s_{n}(\mathfrak{a})\right)$ will approximate one of the inverse poles of $R$ (not necessarily $\alpha_{0}$ ). We plan to study this phenomenon and formalize our findings in a future work.

We found in our experiments that estimating the value of the error formula (2.20) with

$$
\begin{equation*}
E\left(m^{*}, \mathfrak{a}\right):=M(\mathfrak{a}) \cdot \omega^{*}(\mathfrak{a}) \tag{6.6}
\end{equation*}
$$

suffices whenever the order of $R$ is not too large.
Next, we propose an approach to automatically choose the parameter $\mathfrak{a} \in \mathbb{D}^{p}$ in the $p$-th step of algorithm 5.1. By the error formulas (2.20) and (6.6) it is clear that the error of the inverse pole reconstruction depends heavily on the parameter vector $\mathfrak{a}$. A poor choice of $\mathfrak{a}$ can mean that the sequence (6.1) converges slowly. This phenomenon is illustrated in figure 6 . In this sense we can find a good parameter vector $\mathfrak{a}$ by minimizing the function


Fig. 6: LEFT: Inverse poles of $R$ (small circles) and the parameter of the PMT system (star) for $p=1$. RIGHT: Real and imaginary parts of the ratios (6.1). If the parameters of the PMT system lie close to the border of the Voronoi cells discussed in section 3 , then convergence of the ratios (6.1) is slow.

$$
\begin{equation*}
E_{m^{*}}(\mathfrak{a}):=E\left(m^{*}, \mathfrak{a}\right) \tag{6.7}
\end{equation*}
$$

where, for any given $\mathfrak{a}$, the index $m^{*}$ is determined by (6.3). Minimizing (6.7) leads to a nonlinear optimization problem. We note that in the $p$-th step of the algorithm, the first $p-1$ components of $\mathfrak{a}$ are fixed (they are the inverse poles reconstructed in previous steps), therefore we only have to find a single $a_{p} \in \mathbb{D}$ parameter which minimizes (6.7). In this work we considered two algorithms to solve the above mentioned
optimization problem. In the first case, we considered 10 random $a \in \mathbb{D}$ at each step of the algorithm and selected the one for which (6.7) was minimal. In the second case, we used the hyperbolic variant of the Nelder-Mead simplex method [23]. The NelderMead method [26] can be used to solve nonlinear optimization problems. It applies successive geometric transformations to a simplex, whose vertices represent the current state of the minimization. The applied transformations depend on the objective function's values at the vertices. The hyperbolic Nelder-Mead algorithm introduced in [23] replaces these geometric transformations with their hyperbolic variants. When minimizing the objective (6.7) this is useful, as it naturally ensures all components of the vector $\mathfrak{a}$ remain strictly inside $\mathbb{D}$. We note that the proof of convergence can only be given in simple cases, even in the original variant of the Nelder-Mead method (see e.g. [23]). Despite this, it remains a popular minimization method based on empirical evidence and the results of our experiments also confirm its usefulness for the problem stated above. In particular, our below numerical results demonstrate the effectiveness of the proposed method when used with the above mentioned optimization schemes.

We created a MatLab implementation of the proposed methods which can be accessed at [9]. To calculate periodic MT systems and the corresponding coefficients, we relied on the library introduced in [21]. Below, we provide an example to demonstrate the effectiveness of the proposed algorithm. We consider the rational function $R$ given by the inverse poles $A:=\{0.3+0.4 i,-0.5-0.4 i, 0.7-0.3 i\}$ and zeros $z_{0}=0.8+0.4 i, z_{1}=0.8+0.4 i$. We choose parameter $\mathfrak{a}$ in each step of the algorithm by minimizing (6.7) by the above described optimization methods. The results for this example can be found in table 1 . The rows of the table represent the iterations of algorithm 5.1.

|  | Hyperbolic Nelder Mead |  | Monte Carlo optimization |  |
| :---: | :---: | :---: | :---: | :---: |
| Step | $\left\|\boldsymbol{\alpha}_{\boldsymbol{0}}-\boldsymbol{Q}^{\mathfrak{a}}\left(\boldsymbol{s}_{\boldsymbol{m}^{*}}(\mathfrak{a})\right)\right\|$ | $\boldsymbol{E}_{\boldsymbol{m}^{*}}(\mathfrak{a})$ | $\left\|\boldsymbol{\alpha}_{\boldsymbol{0}}-\boldsymbol{Q}^{\mathfrak{a}}\left(\boldsymbol{s}_{\boldsymbol{m}^{*}}(\mathfrak{a})\right)\right\|$ | $\boldsymbol{E}_{\boldsymbol{m}^{*}}(\mathfrak{a})$ |
| 1 | $5.03 \cdot 10^{-12}$ | $4.26 \cdot 10^{-11}$ | $1.86 \cdot 10^{-9}$ | $1.83 \cdot 10^{-8}$ |
| 2 | $5.02 \cdot 10^{-15}$ | $3.73 \cdot 10^{-14}$ | $5.39 \cdot 10^{-11}$ | $2.71 \cdot 10^{-10}$ |
| 3 | $1.48 \cdot 10^{-15}$ | $1.35 \cdot 10^{-14}$ | $1.04 \cdot 10^{-15}$ | $1.28 \cdot 10^{-14}$ |

Table 1: Results for the above described example problem. The columns $\mid \alpha_{0}-$ $Q^{\mathfrak{a}}\left(s_{m^{*}}(\mathfrak{a})\right) \mid$ and $E_{m^{*}}(\mathfrak{a})$ refer to the actual error of the reconstruction and the error estimate with the optimized parameters (6.6).

In table 2, we present the results of a larger simulation. In this case, we constructed rational functions of the form $R(z):=\sum_{k=1}^{M} c_{k} \cdot r_{\alpha_{k}}(z) \quad\left(c_{k} \in \mathbb{C}, \alpha_{k} \in \mathbb{D}, z \in \overline{\mathbb{D}}\right)$, where the coefficients $c_{k}$ and the inverse poles $\alpha_{k}$ were chosen randomly. We conducted 100 such experiments for each $M=1, \ldots, 5$, with table 2 showing the mean distance of the estimates from the actual inverse poles of $R$. The proposed method was applied with hyperbolic Nelder-Mead optimization. To simplify the evaluation of the results, the number of poles of $R$ was assumed to be known in these experiments. In table 2 , the error values for each $M$ are given by

$$
\begin{equation*}
\operatorname{Err}(M):=\frac{1}{100} \sum_{k=1}^{100}\left(\frac{1}{M} \sum_{j=0}^{M-1}\left|\alpha_{k, j}-Q_{k, j}^{\mathfrak{a}}\left(s_{m^{*}}(\mathfrak{a})\right)\right|\right) \tag{6.8}
\end{equation*}
$$

where $\alpha_{k, j}$ denotes the $j$-th inverse pole of the $k$-th rational function which is defined
by $M$ poles and $Q_{k, j}^{\mathfrak{a}}\left(s_{m^{*}}(\mathfrak{a})\right)$ denotes the estimate of $\alpha_{k, j}$ produced by our proposed method. The results in table 2 show, that our proposed method can be used reliably to find the inverse poles of $R$. For elementary rational functions (when $M=1$ ), the reconstruction is almost perfect even for a large number of experiments. When increasing the number of inverse poles that define $R$, we can see a decrease in precision, however the average error defined in (6.8) remains in the order of $10^{-5}$ even if $M=5$.

Finally, we conducted an experiment to measure the effectiveness of the stopping criteria for our algorithm proposed in section 5. In particular we generated 100 rational functions, each with 5 poles and applied the proposed method to find every inverse pole. This time however, we did not assume the number of poles to be known in advance, instead we stopped our iteration once the value of the PRD error (5.3) became less than $\varepsilon=10$. We found that the average number of identified inverse poles throughout the 100 experiments in this case was 4.3. A perfect score could not be expected, because some inverse poles contribute very little to the energy $\left(\|R\|_{H_{2}}\right)$ of $R$, however the results show that we can rely on this scheme to accurately identify most significant inverse poles. We note that lowering the threshold $\varepsilon$ increases the number of identified inverse poles, however it also increases computational cost (as the algoirthm will keep looking for new inverse poles even after the most dominant ones have been found).

| $M$ | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Err}(M)$ see (6.8) | $3.0 \cdot 10^{-16}$ | $1.5 \cdot 10^{-6}$ | $4.2 \cdot 10^{-7}$ | $1.9 \cdot 10^{-5}$ | $2.9 \cdot 10^{-5}$ |

Table 2: Results of a larger experiment with different numbers of poles.

In our experiments we found that the proposed algorithm can be used to reliably identify the inverse poles of rational functions. Even though both described optimization methods provided good estimates on the inverse poles, applying the hyperbolic variant of the Nelder-Mead optimization showed slightly better precision. In the experiment detailed in table 1, the average distance between the estimated and true inverse poles was $1.68 \cdot 10^{-12}$ with the Nelder-Mead method and $6.39 \cdot 10^{-10}$ if we used a Monte Carlo approach. Every experiment was conducted using the algorithm in our implementation [9]. The above results justify using nonlinear optimization algorithms adapted to hyperbolic geometry to minimize (6.7). In our future work, we plan to experiment using further hyperbolic optimization methods such as [20].
7. Conclusion. In this work we introduced a generalization of Bernoulli's classical method of finding the poles of a rational function. The generalization uses periodic Malmquist-Takenaka Fourier coefficients to construct the sequence of ratios used by Bernoulli's original algorithm. We generalized the concept of dominant poles using Blaschke-products and gave a description of the poles which can be found with the proposed method. Furthermore, we showed that discrete orthogonal MalmquistTakenaka systems can also be used with the proposed method. Using our results, we proposed an iterative algorithm which applies the generalized Bernoulli's method to find every inverse pole of the rational function. Finally, we proposed a method to automatically select the parameters of our algorithm by minimizing an intuitive cost function with different optimization techniques.

The proposed method is an interesting generalization of a classical numerical algorithm, which in our opinion is worthy of attention by itself. In addition however, the
proposed method exhibits great practical potential in the field of system identification. Specifically, in our future work we plan to investigate ways in which to apply the proposed algorithm to identify the poles of the transfer functions of SISO-LTI (single input single output, linear time invariant) systems [2]. One promising property of the proposed algorithm is that the order of the transfer function to be identified need not be known in advance.

Another area of future investigation will be the description of identifiable inverse poles through convex geometry. As mentioned in section 3, when the generalized algorithm is used with Laguerre (1-periodic Malmquist-Takenaka) Fourier coefficients, the set of identifiable inverse poles can be given by calculating their so-called paracyclic convex hull. This result and further generalizations for the case $p>1$ will be considered in our future research.
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