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Abstract: Today, the use of digital medicine is becoming more and more common in medicine. With
the use of digital medicine, health data can be shared, processed, and visualized using computer
algorithms. One of the problems currently facing digital medicine is the rapid transmission of large
amounts of data and their appropriate visualization, even in 3D. Advances in technology offer the
possibility to use new image processing, networking, and visualization solutions for the evaluation
of medical samples. Because of the resolution of the samples, it is not uncommon that it takes a long
time for them to be analyzed, processed, and shared. This is no different for 3D visualization. In order
to be able to display digitalized medical samples in 3D at high resolution, a computer with computing
power that is not necessarily available to doctors and researchers is needed. COVID-19 has shown
that everyday work must continue even when there is a physical distance between the participants.
Real-time network streaming can provide a solution to this, by creating a 3D environment that can be
shared between doctors/researchers in which the sample being examined can be visualized. In order
for this 3D environment to be available to everyone, it must also be usable on devices that do not
have high computing capacity. Our goal was to design a general-purpose solution that would allow
users to visualize large amounts of medical imaging data in 3D, regardless of the computational
capacity of the device they are using. With the solution presented in this paper, our goal was to create
a 3D environment for physicians and researchers to collaboratively evaluate 3D medical samples in
an interdisciplinary way.

Keywords: real-time data streaming; client–server architecture; digital medicine; XR technology;
3D visualization; VR streaming; optimization; effective data-intensive communication; throughput
measurement

1. Introduction
1.1. Data Streaming in Digital Medicine

Nowadays, the use of different imaging modalities in digital medicine and the display
of the resulting data in 2D is part of medicine. In contrast, the spread of 3D visualization
in routine medicine is still to come. One of the barriers to the uptake of 3D visualization
is the large computational capacity required by the hardware that has to perform the
computations associated with visualization. Unfortunately, not all researchers/physicians
have the hardware to display, for example, pathology serial sections at an acceptable
resolution in a 3D environment. Real-time network transmission can be a solution to
this problem.

With this technology, it is possible to enable less powerful hardware to provide 3D
visualization to the user. With real-time network streaming, most of the computations to be
performed can be moved to a dedicated server. Once the calculations have been performed,
this server transmits the necessary data to the clients.
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Another not insignificant advantage of low-latency network transmission is that it can
be used to create multi-user software that is used in a real-time environment. Real-time
means that if there are data available on the server that can be displayed, they are sent
to the user with the minimum possible delay. If the delay is low enough, we can make
sure that the user does not experience any lag while using the software. The application of
streaming technology involves the analysis of network parameters, such as the following:

• Throughput: The amount of data moved successfully from one place to another in
a given period of time. Network throughput is generally measured in megabits per
second or gigabits per second.

• Delay: It means the latency with which a bit is forwarded from one network endpoint
to another. Usually measured in milliseconds.

• Packet Loss: Number of network packets that have not been successfully transmitted
within a given period of time.

• Packet Delay Variation: The difference in end-to-end one-way delay between selected
network packets in a flow. At packet delay variation, any lost packets are ignored.

In order to implement the functionalities that will ensure the sustainable operation of
our system, we need to introduce a number of definitions:

• Client-side buffer: A client-side buffer is a data storage structure implemented on the
connected client side of a networked system.

• Ring buffer: Also known as circular buffer or cyclic buffer. A data structure used in
computing for fixed-size storage. The name refers to the fact that its operation is as
if the first and last elements are linked together. It is often used to store and manage
data streams. An illustration of a ring buffer can be seen in Figure 1.

• Buffering rules: The set of rules associated with a given state of the buffer.
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1.2. Network Data Streaming in Different Areas of Digital Medicine

Video transmission in certain medical fields requires high-resolution data, which are
large in size. One such field is digital pathology. In order to transmit these large data,
different data compression algorithms have to be applied. It is also important that image
streaming is a delay-sensitive operation, as the physician/researcher needs to receive the
image data as soon as possible [1,2].

The recent COVID-19 pandemic has shown how important it is to use technology in
everyday life to continue healing without physical contact. Nowadays, the transmission
of video data is becoming increasingly common in certain areas of digital medicine. Such
areas include the following:

• telemedicine [3–5];
• digital pathology [6];
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• remote surgeries [1];
• teleconsultation [7].

Nowadays, the use of video streaming in medicine is becoming more and more
widespread, especially in the field of telemedicine. An example of such a solution can be
seen in the publication of H. Han and J. Lv [3]. In their article, they describe a solution
that can provide the doctor with video data at high resolution (720 p or 1080 p), which can
be used to make a more accurate diagnosis than using a lower-resolution video stream
(360 p or 480 p). In their work, the authors present a solution that can increase the user’s
QoE (Quality of Experience) by up to 79%. As a result, a more accurate diagnosis can
be achieved.

In digital pathology, real-time data transmission is particularly difficult, as the res-
olution of samples is much higher than in other medical fields. Real-time image data
transmission can be used in many areas of digital pathology. Examples include medical
education [6] or the evaluation of samples. One possible implementation of the real-time
transmission and display of digitized pathological samples is Web-based displays. With
the help of these programs, users are able to examine the same tissue sample several times,
from all over the word [8].

Personal doctor-to-doctor consultation, or teleconsultation, is part of everyday medicine.
Low-latency image transmission even allows the user to join an active surgery as an
observer. In their research [7], the authors were able to implement a system that can
provide a real-time video stream of the current surgery on the client side on a device with a
screen size of 320 × 240.

The dangers inherent in the use of network streaming should be mentioned. When
transmitting data, an attacker could modify certain values in the transmitted data, leading to
false diagnoses or illegal access to data. Solutions such as authentication or data encryption
should be used to eliminate these potential risks [9–11]. This research area is addressed
by the authors in their article [9], in which they present a solution they have developed
to enable the transmission of digitized pathology samples over the network with a lower
risk factor.

1.3. Real-Time Data Streaming Protocols

Currently, there are several real-time data transmission protocols on the market, which
have different advantages and disadvantages [12]. Data transfer protocols are useful
because they allow us to transfer large amounts of data over a network. This means that
these protocols allow doctors/researchers in medicine to share large amounts of data with
each other and to transfer data between different medical systems.

Examples of currently widely used real-time network streaming protocols include the
following:

• RTMP (Real-Time Messaging Protocol): RTMP is a technology that enables real-time
video transmission over the Internet. RTMP uses TCP (Transmission Control Protocol)
to implement the data transmission. One of the major advantages of the RTMP
protocol is that it can provide a real-time video stream that can operate with low
latency compared to other protocols. This feature is particularly important when
real-time data transmission is the goal. There are three basic parts to using the RTMP
protocol. These are handshake, connection, and stream. The handshake section is a
series of fast data exchanges between the server and the connected client. The client
first sends a header and then a random packet of 1536 bytes. Then the server also
sends the header to the client, and similarly sends a 1536-byte random packet. Then
both the server and the client send back the random packet received from the other,
and thus the handshake has taken place. After the handshake, basic data such as
bandwidth or frame size are set between client and server. To set these up, AMF
(Action Message Format) is used. AMF is a compact binary format to serialize object
graphs. Once the communication channel and the connection are established, the
stream is sent [13,14]. With the use of RTMP, we can achieve a lower-latency video
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stream than with the use of HLS. However, there are disadvantages to using RTMP,
such as the lack of HTTP compatibility.

• HLS (HTTP Live Stream): HLS is an HTTP-based protocol with variable bit rate,
developed by Apple Inc. The cornerstone of HLS is that data are available to the
user at multiple bitrates. This allows the user to choose the one that suits him best
based on the quality of the Internet. Thanks to adaptive bitrates, the client is able to
play the stream from the server even if the Internet quality is not stable. HLS, in its
operation, splits the stream into HTTP-based file downloads. Each such download
contains only part of the original stream. These small streams are sent to the user at
different bitrates, using a so-called M3U list [15,16]. Based on our research, the main
advantage of HLS is the adaptive bitrate; on the other hand, this protocol has some
drawbacks regarding latency.

• RTSP (Real-Time Streaming Protocol): RTSP is a protocol that works at the application
layer. This protocol provides the possibility for real-time data transfer to a client by
communicating directly with the server. The RTSP protocol is basically not responsible
for streaming, but for the communication between the server and the client. The
protocol creates and monitors the real-time video stream between the client and the
server. When a new client tries to connect to the server, a similar process takes place
as with the RTMP protocol. The client first sends an RTSP request to the server in
order to find out what commands are available. Once the client receives a response, it
sends a media description request to the server. The client then sends a setup request
to the server, and in response, the server sends back the data transfer information.
When these steps are complete, the client sends a request to the server to start the
stream. In response, the server starts serving the video stream to the client. Since
RTSP is basically responsible for communication rather than streaming, its operation
consists of receiving and sending requests. For example, when the user wants to stop
the stream, this request is transmitted via the RTSP protocol to the server, where the
corresponding functionality is executed [17,18]. One of the advantages of RTSP is that
it can provide customizable streaming, but the disadvantage is that it is not as widely
supported as RTMP or HLS.

In our research, we used UDP (User Datagram Protocol) in order to implement our real-
time image data transmission solution. Since, in our implementation, we send a lot of data
quickly, and displaying data which was sent sooner than the currently visualized image is
not practical, as it would be visible to the user in the form of lag, TCP was not a suitable
choice for us. Nevertheless, the connection setup and post-connection part of our imple-
mented system are similar to those provided by RTSP. Our client sends various requests to
the server in UDP packets, and the server then executes the corresponding functionalities.

1.4. Image Storage File Formats

Today, there are many file formats that can efficiently transmit video data over
the network at high compression rates [18–21]. The most commonly used of these are
the following:

• PNG (Portable Network Graphic): PNG was developed to be an open-source solution
to GIF (Graphics Interchange Format). The PNG file format is an ideal choice for devel-
opment if you want to use lossless compression. PNG-based image compression can
be broken down into three steps; these are filtering, LZ77 compression, and Huffman
encoding. It is important to note that filtering is necessary to make compression more
efficient. In the case of PNG, filtering is not pixel-based, but byte-based. Once the
filtering is finished, the method uses LZ77 compression. This solution is a sliding
window algorithm that continuously tracks the previous bytes. With the compression
algorithm, the larger the sliding window, the more efficient the compression. After
LZ77, the final step is to apply Huffman encoding. By using Huffman encoding, the
result of LZ77 encoding can be stored in fewer bytes, which further improves the
compression ratio [22,23].
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• JPEG: JPEG compression is a lossy method that allows the user to set the size of the
quantization table, which affects the quality of the resulting image and the compression
ratio. JPEG compression includes several steps. These are changing the color space
to YCbCr, breaking the image into groups, and performing DCT (Discrete Cosine
Transformations) compression, which compresses data with the use of discrete DCT
blocks. After that, quantization and then Huffman encoding [22,24] are performed.

• JPEG 2000: The JPEG 2000 file format was designed to create a uniform system that
works well for images with different characteristics. Its main components are the DCT
algorithm, a trellis-coded quantization, and binary arithmetic bitplane coding. The
JPEG 2000 compression solution has a number of advantages over the original JPEG,
such as rate-distortion. Perhaps more importantly, JPEG 2000 allows us to extract
different pixel fidelities, resolutions, regions of interest, and components from a single
compressed bitstream. This feature of JPEG 2000 allows an application to modify and
send only the important part of the JPEG 2000-compressed source image to the target
device [21,25,26].

In our solution, we used image compression on the server side in order to optimize
network utilization. Each frame that is transmitted to the clients is stored and transmitted
by the server using the PNG file format.

1.5. Previous Research Results

We have published the early results of our research in the form of conference papers
in the past [27,28]. In these works, we presented the initial structure of a streaming-based
solution that could be used to transmit 3D data in digital medicine [28]. In addition,
the first versions of functionalities such as adaptive resolution change or buffering rules
were presented in the paper [27]. In comparison to the previously published results,
we continued the research and the implementation of the practical results at all points.
The paper contains the newest outcome of our work. We achieved new results in the
mathematical description of the relationships discovered during our research, as well as in
their validation. In addition, we carried out new measurements during our research that
show the resource utilization of the server in the case of 3D streaming when several users
are connected. These tests may reveal the physical limitations of our current solution.

1.6. Problem Definition and Motivation

Today, the analysis of digitized medical samples is part of everyday medical data
processing. This is no different in digital pathology. Compared to other medical fields,
digital pathology has a much higher resolution of image data, requiring powerful hardware
to display the data at a proper resolution. In our research, we aimed to reduce the hardware
computing capacity required from the user by using a network streaming technique and a
client–server architecture.

The use of the streaming technique is complicated by a number of factors, for example,
applying the right buffering rules or ensuring the right streaming resolution for the current
network parameters. The proper application of streaming techniques also implies the
problem of being able to define the so-called Quality of Service (QoS) indicator. With QoS,
we can ensure the operation of our system during variable network conditions. This was
important for our research because it allows our system to work in real-world network con-
ditions. With this indicator, we can, among other things, define initial settings such as the
sending resolution or the sending speed. In our research, we set out to create equations to
ensure the smooth operation of our streaming solution under changing network conditions.
To do this, we had to solve problems such as buffering the incoming data at the client side,
determining the QoS, and ensuring the right sending resolution based on the determined
QoS value.

In the introduction, we reviewed the technologies that proved to be particularly
important during our research during practical implementation. In the next paragraph, the
tools used in our research are presented.
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2. Materials and Methods

In the course of establishing the visualization and related correlations, we used
anonymized pathological serial sections. In order to determine the real-life size of a given
area on the sample, we need information on the real-life size of the pixels in the sample.
For the first sample, this metric was 250.0 µm, which means that in real life, one pixel is
250.0 µm wide and 250.0 µm high. The total resolution of every sample in the first serial
section was 35,584 × 35,580 pixels. In the second serial section, each sample of the serial
section had a pixel size of 250.0 µm per pixel and the total resolution of the samples was
36,352 × 53,248 pixels. The pathological samples used in our research were digitized using
a p1000 hardware device from 3DHISTECH. The p1000 device was specifically designed
for routine histopathology, capable of digitizing up to two pathology samples per second.
To ensure that the pathological samples were properly transformed together, we used
the 2.0 version of SlideMatch software. This software is able to transform together the
samples inside a serial section with micrometer accuracy, thus creating the possibility of
3D visualization.

3. Results
3.1. The Structure of Our Solution

The idea behind our solution was to create a system that would allow users to create
3D visualizations on any device, at any time. In addition, it was important for us that
users would be able to collaborate in real time on visualized 3D medical samples. For
more information about the first structural plans regarding our streaming solution, see
the following paper [27]. Our system is built on a client–server architecture. This means
that there is a central server that performs the computations related to the 3D visualization
and transmits the results to the clients. The method of 3D display performed by the
server is available in previous works [29]. In addition to the server, there are one or
more client applications that receive the data and display them to the user. With this
implementation, the high computational requirements of 3D visualization are only applied
to the server, which allows our client application to run on smartphones, tablets, computers,
or VR devices.

As shown in Figure 2, actual 3D rendering is performed “only” on the server side.
Nevertheless, clients perceive it as if 3D rendering is happening on their device. We were
able to achieve this effect by displaying a canvas directly in front of the users, displaying
the image data received from the server. It is important to note that there is continuous
two-way communication in our system. With this technique, the server is able to provide
the image data, while the user is able to transmit, for example, his own motion data to the
server. This is important because if the user’s motion data are transmitted to the server,
the server can generate the new image data from the appropriate viewpoint. Even though
the digitized medical samples are not stored on the client side and the 3D visualization is
not performed on the client device, we were able to implement it in such a way that the
user can walk around the 3D medical sample by continuous two-way communication. The
result of the client-side visualization can be seen in Figure 3.

In Figure 3a, we can see that the user has a camera in the client software (indicated
by the grey prism shape in the image). Directly in front of this camera, we have placed a
canvas to display the image data from the server. With this solution, we were able to create
an environment on the user’s side by transmitting 2D images over the network that the
user experiences as 3D. In Figure 3b, we can see the result of the client-side display. In this
case, two users are using our software at the same time. As we can see in Figure 3, a 3D
digitized medical sample is displayed in the center, which the users can evaluate together
using our software. Next to this, we can see that each user is represented as a 3D avatar for
the other users.
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As shown in Figure 4, when a new user logs in, the server determines the streaming
parameters needed to start streaming. It then saves the data for each connected user and
starts sending the image data at the specified resolution and speed. If the user is already
connected to the server, but the data transmission is in progress, the server determines the
frame to be sent and then transmits it to the user.

3.2. The Developed Client-Side Buffering Rules

In order to ensure stable operation under varying network conditions, we imple-
mented a so-called ring buffer. For more information on our first implementation of the
buffering rules, see the following paper [27]. In the ring buffer, each user stores their own
frames received from the server. This allows us to continuously monitor the connection be-
tween the client and the server using the Bid metric. The Bid metric is determined locally by
each user based on the data stored in the ring buffer. The Bid, and so the Bhs, is determined
each time the client program displays a new frame to the user or receives a new frame from
the server. The method of determining Bid is described by Equation (1).

Bid =

{
Fssi − Fcvi, Fssi ≥ Fcvi

|(Bs + Fssi)− Fcvi|, Fssi < Fcvi
(1)

The notations in Equation (1) mean the following:

• Bid: The difference between the index of the most recent frame received from the
server and the index of the most recently displayed frame in the client’s buffer.
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• Fssi: The index of the frame in the client’s buffer that is the most recent frame from the
server and has not yet been displayed by the client.

• Fcvi: The index of the frame in the client buffer that was last displayed to the user.
• Bs: The size of the ring buffer used in the client program.
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In order to apply the equation in practice, two things are needed. Firstly, we need to be
able to determine the index of the frame that came most recently from the server (Fssi), and
secondly, we need to be able to tell which frame with the index was the last to be displayed
(Fcvi). If we examine the Bid metric at fixed intervals during the execution of our program,
we can get an idea of whether the client is able to maintain the appropriate display quality
for the user. The examination of Bid is shown in Equation (2).

Bhs =


1, Bs × 0.2 ≤ Bid ≤ Bs × 0.8
0, Bid < Bs × 0.2
−1, Bid > Bs × 0.8

(2)

The abbreviations used in Equation (2) have the same meanings as in Equation (1).
The newly introduced abbreviation has the following meaning:

• Bhs: The current state of the client-side buffer.

If Equation (2) returns 1, the client program is working correctly and no intervention is
needed. In the case where Equation (2) returns 0, the client side is displaying the image data
to the user too fast for the speed at which it is received from the server. If no action is taken
in this case, the user will notice a lag in the program. This can be prevented by slowing
down the speed of the client-side display. In the case where Equation (2) returns −1, the
client will not be able to display the images at a sufficient speed. In order to compensate
for this, we need to slow down the server’s data transfer rate. With these intermediate
steps, we are able to keep our system in a so-called healthy state, so that the user can use
our system even with a changing network. The constant values shown in Equation (2) can
be changed even at runtime. The wider the range we allow for Bid, the later our system
will intervene, but the more drastic the intervention will need to be in order to keep the
system operational.
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When the described client-side buffering rules are applied and Bhs returns 1, there is
no change in the user experience. If Bhs returns 0, the client may experience lag, because
we had to slow down the client-side data visualization speed. When the system is back to a
healthy state, the client will experience a lag-free stream again. When Bhs returns a value of
−1, our system will need to slow down the server-side data sending speed. In this case, the
user will not experience any change in the way the program is used.

Testing the Buffering Rules

The proper functioning of buffering rules is essential to produce working real-time
network software. For this reason, the buffering rules we designed and developed were
tested in operation. The results of the tests are shown in Figure 5. During the tests, the
sending speed of the server was manually accelerated or slowed down in order to trigger
the automatic activation of the buffering rules. As shown in the figure, when the Bid
metric becomes too low, the system intervenes and can bring the Bid value back to the
normal range by increasing the server-side sending speed. This can be seen in Figure 5 in
the orange color. Conversely, when we deliberately speed up the server’s sending speed
during testing, the Bid value starts to increase. We can see this in Figure 5 in the steep line.
When Bid started to become too high, the buffering rules stepped in and slowed down the
server-side sending speed, so that the Bid indicator could return to the normal range. This
can be seen in Figure 5 in the gray color.
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3.3. Adaptive Streaming Resolution Based on Latency

An important aspect in the implementation of our system was to be able to continue
working even if the quality of the network connection between the client and the server
were to degrade. To achieve this, we implemented functionality that would provide the
client with a continuous stream of images. Using this, even if the latency between client
and server increases, the user still receives image data, but at a lower resolution. The basic
idea of adaptive resolution change can be seen in our previous conference paper [27]. To
determine the latency, an empty network packet is sent from the client to the server at
constant intervals, and then from the server back to the client. Meanwhile, we measure
the elapsed time on the client side. These values are stored and after a given number of
pieces, an average delay between the client and the server is calculated. This is shown in
Equation (3).

L =
Ls

Lmn
(3)

The notations in Equation (3) mean the following:
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• L : Average delay between client and server for a given period of time.
• Ls: The sum of the delays measured during the period under investigation.
• Lmn: Number of measurements carried out during the period under investigation.

The result of the delay-based real-time velocity change is shown in Figure 6. As
Figure 6 shows, our solution currently supports three different resolutions. Due to the
architecture of our solution, the number of supported resolutions can be further extended
in the future.
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Figure 6. The result of the adaptive resolution changing image streaming. (a) The resulting image if
the latency between the client and server is high. If the latency is high, the resolution of the streamed
image is low (320 × 180). (b) The resulting image if the latency is in a medium range. If the latency is
in a medium range, the streamed image will be at a medium resolution (960 × 540). (c) The resulting
image if the latency between the client and server is low. If the latency is low, the resolution of the
streamed image is high (1280 × 720).

In the solution presented in the paper, the metric L, when determined, is automatically
transmitted to the server. The server, based on the average latency received from the
client, sets the streaming resolution for it. This resolution is kept for that client until the
next L is determined. The following L is re-established at constant intervals on the client
side. The system is designed to be able to provide different video streaming resolutions to
different users. With this solution, if a user has a faster Internet connection, he will receive a
better-quality video stream from the server. This can be seen in blue in Figure 7. In contrast,
a user with a slower Internet connection will receive a lower-resolution stream. This can be
seen in the gray color.
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In order to test the resolution change, tests have been carried out to verify that our
system is able to automatically change the resolution in cases where latency warrants it. To
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achieve this, we set up a test environment with only the client, the server, and a switch in
the network. The specifications of the devices were as follows:

• Server device: A PC with an Intel(R) Ethernet Controller (3) I225-V network card.
• Client device: A laptop with a Broadcom 802.11ac network adapter.
• Switch: A TP-LINK, TL-SG2424 smart switch.

The result of the resolution changing based on the latency can be seen in Figure 7.

3.4. The Quality of Service Calculation

The definition of QoS is a critical task for software whose functional quality depends
on the quality of network parameters. For more information about the first research
results regarding the QoS calculation, see the following paper [28]. Since, in our research,
we designed and developed an online solution that transmits real-time video data from
the server to the users, it was essential to define QoS. In the solution we developed, we
considered four network parameters, which were considered in equal proportions [30].
Once the QoS metric was defined, we classified it into five categories, which allowed
us to define different transmission resolutions for different network qualities. The QoS
computing solution we use, its testing, and the different QoS classes are described in
Section 3.3.

In order to be able to define the QoS metric when the client connects, we needed to be
able to define the desired network parameters [30]. These were the following:

• throughput (TH);
• delay (D);
• packet delay variation (PDV);
• packet loss (PL).

We have achieved this by performing a constant-length QoS test phase when the client
connects, in which the system determines and classifies these network parameters on a
scale of 1–5. Network parameters are classified using Table 1. The threshold values used for
delay, packet delay variation, and packet loss in the classification were set based on what
was observed during testing. For throughput, the thresholds were set to the throughput
levels required to transmit frames after compression of different resolutions, as shown
in Table 2. An example of this is the second line of the throughput column. The system
presented in the paper has a throughput of 4 if it is between 8.59 and 13.97 Mbps. This is
set because at the highest resolution (1280 × 720), the average size of one frame is 61,044 B;
on the other hand, at the second highest resolution (960 × 540), the average size of one
frame is 37,532 B. If we need to send 30 frames of similar size per second, the minimum
network throughput is 8.59 Mbps. Until the throughput reaches 13.97 Mbps (which would
be required for higher resolution), no values of 5 are given in the test. In Table 1, in the
throughput column, the constant values for the different resolutions have been determined
in a similar way.

Table 1. Table classifying QoS network parameters.

Throughput (Mbps) Delay (ms) Packet Delay Variation (ms) Packet Loss (%) Class

TH ≥ 13.97 D < 10 |PDV| < 5 PL < 1 5

8.59 ≤ TH < 13.97 10 ≤ D < 25 5 ≤ |PDV| < 10 1 ≤ PL < 3 4

6.88 ≤ TH < 8.59 25 ≤ D < 50 10 ≤ |PDV| < 30 3 ≤ PL < 5 3

2.81 ≤ TH < 6.88 50 ≤ D < 100 30 ≤ |PDV| < 50 5 ≤ PL < 7 2

TH ≤ 2.81 D ≥ 100 |PDV| ≥ 50 PL ≥ 7 1
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Table 2. The assignment rules between QoS and initial streaming resolution.

Calculated QoS Coefficient Initial Resolution

4 ≤ QoS < 5 1280 × 720
3 ≤ QoS < 4 960 × 540
2 ≤ QoS < 3 854 × 480
1 ≤ QoS < 2 640 × 360

QoS ≤ 1 320 × 180

As Table 1 shows, after classifying these network parameters, four values are returned
(one classification result for each network parameter). These results are used in Equation (4).

QoS =
TH + D + PDV + PL

4
(4)

The notations in Equation (4) mean the following:

• TH : The result of throughput classification in the network parameter analysis. The
TH can take values between 1 and 5.

• D: The result of delay classification in the network parameter analysis. The D can take
values between 1 and 5.

• PDV: The result of packet delay variation classification in the network parameter
analysis. The PDV can take values between 1 and 5.

• PL: The result of packet loss classification in the network parameter analysis. The PL
can take values between 1 and 5.

Once the QoS coefficient has been determined for the current user, the proper initial
resolution is set using assignment rules. The assignment rules are presented in Table 2.

As we can see from Table 2, if the QoS measurements show that the network parameters
of the host are good enough, it can receive HD-quality resolution from the server. On the
other hand, if the user’s initial network parameters do not allow for a high-quality video
stream with our system, he can still receive lower-resolution video from the server. The
server defines the QoS parameter separately for each user. In this way, individual users
can receive images from the server at different resolutions depending on the quality of
their network connection. A low-resolution stream naturally affects the user experience
in a negative way, but with this method, we are able to provide the stream even with a
lower-quality network connection. If we did not reduce the resolution, we would not be
able to provide data to the user under the given network connection quality. If the definition
of QoS is repeated at given intervals, our system can adapt to changing network conditions.
If a higher QoS result is obtained for a given user during a repeated measurement, he will
receive a higher-resolution stream from the server until the next QoS calculation.

As can be seen in Figure 8, the results of the QoS calculation gave worse values for
the 10 Mb/s network than for the other two. It is important to mention that for our QoS
calculation solution, we set the maximum value for throughput to 11 Mb/s. This was
necessary because otherwise, we would have overloaded the network. The maximum
measurement limit of 15 Mb/s was not a problem due to the compression used in the
network data transmission. Due to the compression, it takes about 61,044 B (byte) to send
one frame at 1280 × 720 resolution. If we take into account the 30 FPS (frames per second)
sending rate, the result is 13.97 Mb/s. This allows us to measure the throughput required
for the maximum resolution we plan to send with our solution.

As Figure 9 shows, the average test result was worse for the 10 Mb/s network than
for the other two. As shown in Figure 9, the average QoS test results for the 100 Mb/s and
1Gb/s networks are almost identical. This may be because our current system is able to de-
liver a high-resolution network stream to the user even when using the 100 Mb/s network.
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3.5. Managing Multiple Connected Users on the Server

The central goal of the part of our research that dealt with server-side management of
multiple users was to be able to create a 3D virtual space that could be shared by doctors.
In this space, doctors/researchers would be able to jointly evaluate medical image data
and make a common diagnosis. In the shared 3D space provided by the server, each user
can move freely by sending the data of the movement they want to perform to the central
server, which will then send the next transmitted image to the client from a new perspective
based on the received movement data.

Our software is designed around two main guidelines. The first is to eliminate the
high hardware resource requirements for evaluating digitized medical samples. The second
is to provide the user with a multi-user software that, when used, can evaluate 3D medical
samples in a three-dimensional space. In Section 3.5, we present the implementation of our
second objective.

Our server application is designed to be able to store the data of different connected
users, to be able to transmit image data to all clients, and to be able to display medical
samples in 3D. By implementing these three basic requirements, we have created a server
capable of transmitting 3D data to clients at the appropriate resolution and speed. Each
connected user on the server has their own camera and their own 3D avatar. Each user
can view the 3D space created by the server, and the 3D medical sample displayed in it,
from the perspective of their own camera. This can be seen in Figure 10. Every user has
the ability to move his/her own camera, in which case the camera will be moved to a new
position on the server. In the case of a PC client, users can move using the keyboard, while
in the case of a smartphone and tablet, they can use the touch screen. If the user presses the
movement button, the client software sends a signal to the server, indicating that the user’s
server-side camera must be moved in a specific way. This enables the user to receive the
image data from the camera in the new position when the subsequent data are sent. This
allows the client to view the displayed medical samples from a new perspective.
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Figure 10. Using the presented software with 5 users. (a) Using the presented solution with multiple
users. Different users connected to the 3D inspection environment on different devices, such as
smartphone, tablet, laptop. (b) The video stream seen by the user using the laptop.

In our solution, the server does not have to deal with the client-side buffering rules
mentioned in Section 3.2. This may be because that parameter is defined on the client side.
However, the buffering rules may vary the sending rate for each client. The server stores
this separately for each connected client. Therefore, the central server must always be
aware of delivering the right camera image to the right user at the right moment. Since
the central server performs resource-intensive computations, we had to test how much
the current resource is used for different numbers of users. The test results can be seen in
Figure 11. It is important to note in relation to the test performed that a fixed resolution
and transmission rate was used for all users. In practice, this meant that all users received
320 × 180 resolution images and 10 images per second.
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Before running the test, the expected result was that as the number of users increased,
the server would need to use more hardware resources to serve the clients. As we can see
in Figure 11, our expectation came true. As can be seen in Figure 11, the CPU and the GPU
usage increase, depending on the number of connected clients. The situation is similar
regarding the network usage of the server. In this case, the server has to forward image
data to more and more users, so an increase in network traffic was to be expected.

In Section 3, we presented the most important functionalities and test results that we
achieved during our latest research. In addition, the reader can get a closer look at what
new research results we have achieved in terms of the entire system compared to those
previously published. In the next paragraph, the reader can get an overall picture of what
we have achieved, how our presented solution can be used in the future, and what future
developments we plan to implement.

4. Discussion

During our research presented in the paper, we achieved new theoretical and practical
results. We have successfully formulated the mathematical relationships with which our
streaming client–server architecture can be created and maintained in a stable state. In
the course of our research, we successfully created a system capable of providing doctors
with a 3D medical data display on devices with low computing capacity. With the solution
presented in the paper, the 3D display of high-resolution digitized medical samples may
become available in the future, even on devices with low computing capacity.
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Nowadays, 3D visualization and evaluation of digitized medical samples is a resource-
intensive task, but not all researchers/physicians have the hardware tools to do it. This
fact, and the factor that medicine is a consultative profession where asking for the opinion
of a colleague is part of everyday work, led us to develop software in our research that
could provide a solution to these problems. Using our solution, digitized medical samples
can be evaluated in an interdisciplinary virtual 3D environment. Users can connect to this
environment using their smartphone, tablet, or laptop. The only requirement is a network
connection between server and client.

With our solution presented in the paper, doctors from different medical fields can
examine the same digitized medical sample in a common space using different hardware
devices. By doing this, they are able to establish a common diagnosis. As we experienced
during the recent COVID-19 pandemic, no matter how difficult it is, medical work must
continue. The 3D virtual environment that we developed during our research can help
with this. In this environment, researchers and doctors are able to connect and continue
working together, even across great distances. With the solution presented in the paper,
doctors can interactively examine medical samples together at high resolution on devices
with low computing power.

In our research, we designed and built a system that can operate stably under varying
network conditions. This allows the user to receive image data from the server at all
times, so that 3D evaluation of medical samples can remain continuous. The equations
and classification rules defined in our solution allow our system to easily adapt to the
fundamentally unreliable environment of the Internet. The implemented latency-based
stream resolution change allows the user to use our system without any lag. Thanks to
this feature, if the latency became too high, the server would automatically decrease the
resolution. This functionality is similar to what other video sharing sites use. Our tests
during the research show that the presented functionalities work and that they can be used
to provide the user with continuous data transfer from the server.

In the future, we want to continue our research in order to add functionality to
our solution that is essential for everyday use. This includes authentication and voice-
based communication between users. Since our software deals with the processing and
transmission of medical data, it is particularly important that only authorized persons have
access to the data. The future implementation of authentication will help to improve the
security of the software. Voice-based communication would be important because, in this
way, users could quickly share data with each other, which could speed up the time it takes
to establish a diagnosis. As a continuation of our research, we plan to carry out user tests.
These tests will show how usable our software is for the target group of users. In the future,
we plan to further develop our solution based on the results of these tests.

In the paper, the reader can see the results of research that provides a practical solution
to a problem that is currently unsolved. With the presented results, we were able to create
a system that enables users to display 3D medical data regardless of location and device.
We have created a 3D virtual environment that users can share with each other, so that a
joint diagnosis can even take place in a virtual 3D environment.
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