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Abstract: We show that one-dimensional nonlocal flow models in PDE form with Lighthill-
Whitham-Richards flux supplemented with appropriate in- and out-flow terms can be spatially
discretized with a finite volume scheme to obtain formally kinetic models with physically
meaningful reaction graph structure. This allows the utilization of the theory of chemical reaction
networks, as demonstrated here via the stability analysis of a flow model with circular topology.
We further propose an explicit time discretization and a Courant-Friedrichs-Lewy condition
ensuring many advantageous properties of the scheme. Additional characteristics, including
monotonicity and the total variation diminishing property are also discussed.
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1. INTRODUCTION

Local conservation and balance laws have been widely
used in aerodynamics and Eulerian gas dynamics (LeV-
eque, 1992), traffic flows (Kessels, 2019), ribosome flows
(Reuveni et al., 2011) and many other fields (Smoller,
1994) in the past decades. In recent years nonlocality
has been introduced in several applications, e.g., for mod-
elling supply chains (Keimer et al., 2018) and traffic flows
(Chiarello and Goatin, 2018). Spatial nonlocality is often
defined as a continuum average or convolution with an
appropriate weight function, which, in many applications,
can be interpreted as the velocity distribution of the flow.

It is well-known that the conservation laws described
by hyperbolic partial differential equations (PDEs) may
develop irregularities even with smooth initial functions
(LeVeque, 1992). This implies that solution concepts of
these equations have to allow for discontinuous func-
tions. Another consequence of the loss of regularity is
that one is confined to a restricted class of applicable
numerical schemes, such as, for example, finite volume
methods (Eymard et al., 2000). Two of the most com-
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monly used schemes in the field of traffic flows are the
modified Lax-Friedrichs scheme and the Godunov scheme
(Godunov, 1959). While these schemes possess numerous
desired properties, the obtained form of ordinary differen-
tial equations (ODEs) computed via spatial discretization
(also called semi-discretization) is often not optimal for
dynamical analysis. However, a recently developed mono-
tone flux scheme was shown to result in formally kinetic
and compartmental ODEs called Traffic Reaction Models
in case of local traffic flows, which allows us to use the well-
developed theory of chemical reaction networks (Liptdk
et al., 2021). The aim of this paper is to generalize and
further develop these results for nonlocal flow models.

In Section 2 we give a brief overview of nonlocal flow
models and kinetic systems. Section 3 contains the spatial
discretization of the introduced flow model, including the
derivation of the kinetic property with the exact topology
and interpretation of compartments and reactions. The
discretized model is the subject of subsequent analysis in
Section 4, where we demonstrate many advantageous prop-
erties of the spatial and the time-space discretization. In
the latter case an appropriate CFL condition is formalized
to ensure these features.

2. NOTATIONS AND BACKGROUND
2.1 Nonlocal flows

In this subsection we introduce the unidirectional nonlocal
flow model based on the nonlocal pair-interaction model
of (Du et al., 2017), supplemented with terms representing
in- and out-flows.
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Spatial nonlocality allows us to model interaction pairs be-
tween points within a distance no larger than a given finite
horizon while local models consist of interactions within in-
finitesimal range. Nonlocal interactions are weighted with
an interaction kernel, which is a function of the distance
between the two interacting points. Thus, considering non-
local flows not only often results in more accurate models
than their local counterpart (Kavallaris and Suzuki, 2018),
but the horizon and the weighting kernel also enable the
incorporation of different flow characteristics.

Let Ry denote the set of nonnegative real numbers.
Nonlocality is formally introduced as a continuum average
of the finite difference approximation weighted with a
bounded and nonnegative nonlocal interaction kernel w €
L'(R) supported on (0,9) with & > 0 and [|w]|z1(z) = 1,
as follows:

5 p—
@ +/ F(pa Thp) F(T—h/% p)w(h) dh=r—s;
0

ot h

p(x,0) = po(x),
where p : R x (0,T) — R, is the conserved quantity at
a given point and at a given time, F' : R x R — R is the
flux function, T4pp(z,t) = p(x £ h,t) denotes a spatial
shift and r,s : R x (0,¢) x Ry — Ry are the source and
sink terms, respectively. For the physical background and
formal derivation of (1), we refer to (Du et al., 2013).
Throughout the paper, we call (1) closed, if the functions
r and s are identically zero; that is, the system does not
have in- and out-flows. In any other case, the system is
called open.

(1)

2.2 Chemical reaction networks

In this subsection we give a brief introduction of kinetic
systems or chemical reaction networks (CRNs) based on
(Horn and Jackson, 1972; Feinberg, 2019). In classical
kinetic models we assume that the consumption of the
reactants and the product formation are immediate. We
can define chemical reaction networks with three sets as
follows:

e A set of species: S = {X;|i =1,2,...,n}.

e A set of complexes: C = {C;]|j = 1,2,...,m}, where
complexes are formally linear combinations of the
species with nonnegative integer stoichiometric coef-
ficients oy ;; that is,

n
Cjzzai7in j:l,?,...,m
i=1

a;; € Ny 1=1,2...,n, j=1,2,...,m.
The stoichiometric coefficient vector of the complex
Cjis a1, asj ... an ]t € R™ such that C; # Cj
for ¢ # j. For the representation of the environment,
we can use the so-called zero complex having zero
stoichiometric coefficients.

e A set of reactions: R = {Ry|k =1,2,...,r} of the
form
Ri:C 2 Cp, LI e{1,2,....m}, k=1,2,...,7,

where C; and Cp are the reactant (or source) and

product complexes, respectively. The positive real
numbers kj, are the reaction rate coefficients.

The stoichiometric coefficients are collected into the com-
plex composition matrix ¥ € R"*™, where Y; ; = a; ; for
1=1,2,...,n, 7 =1,2,...,m; that is, the jth column of
Y, denoted with Y ;, is the stoichiometric coeflicient vector
of complex C;. We assume so-called mass action type reac-
tion rates in the monomial form rzY for k=1,2,...,r.
The general dynamic equations of kinetic systems are as

follows: .

,T(t) = Z (Y,l’ — Y’l);‘ik{L‘Y"l. (2)
k=1

A system of ODEs of the form & = f(z) with a polynomial
function f is called kinetic if it can be written in the form
(2) (Hérs and Téth, 1981). Chemical reaction networks
can be considered as universal descriptors of nonnegative
dynamics (Erdi and T6th, 1989). Another advantage of the
model class is that the structure of the reaction graph can
be related to qualitative properties of the system dynamics
(Feinberg, 2019; Angeli, 2009).

3. NONLOCAL FLOW REACTION MODEL

In this section we consider nonlocal flows and carry out
the spatial segmentation of the flow model, with clear
compartmental interpretation. The resulting system is
called Nonlocal Flow Reaction Model (NFRM) and will
be the subject of subsequent analysis in Section 4.

Our main motivation comes from the theory of particle
flows, thus p will denote particle density; that is, the
number of particles per unit length. There are multiple flux
functions appropriate for modeling such flows. One of the
most widely used flux functions is the so-called Lighthill-
Whitham-Richards (LWR) flux, which assumes that the
speed of the flow is proportional to the particle density
and available free spaces (Lighthill and Whitham, 1955;
Richards, 1956). Note that this assumption is applicable
in many areas, including ribosome flows (Reuveni et al.,
2011). The local flux is given by

flu) = Z’ﬂu@mw

max

—u) = wu(pPmaz — 1),
where v,q, and ppnq. are the maximal particle speed and
density, respectively. The nonlocal flux is given by
F(u,v) = wu(pmaz — v)-

We assume that the in- and out-flows (source and sink
terms) of an open system are of the form

r(x,t,p) = Lin(2)w(x)pin(t) (pmax - p(x,t))

S(x7 L, p) = lout (x)w(x)pout (t)p(.%'7 t)v
where pin, pour : Ry +— R, are the rates of the in- and

out-flows, respectively. The spatial positions are described
by the indicator functions 1;,, 15, defined by

z J
lzn(l‘) = Z X[I;n’xl’,ﬂ] (-13)7 1out(l‘) = Z X[r‘.’“"..’t?}”] (JJ)7
i=1 - j=1 S

where the space coordinates defining the above intervals
are strictly ordered as follows:

o< 2l < < 2l < a2,

o < aftt < <2t <%t
We will use the finite volume approach to spatially dis-
cretize (also called semi-discretize) the flow model by in-
troducing a grid defined by an increasing sequence of real
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values (xH%) - such that R = (J;¢y [xiféaxz#%] Then
the grid is the set {KZ- = (xifé’xi%»%) 1€ Z} where the

length of the cell K; is h; = Tyl — T 1

;—1. The derivation

of the discretized model is analogous to the local case in
(Lipték et al., 2021) with the additional approximation of
the integral in (1).

We introduce the variables p;(t) approximating the aver-
age particle density in the ith cell at time ¢ as

1
pi(t) ~ h}/ p(z,t)dx
v JK;

and the variables 1;,, ; and 1y¢,; as
1 1
Lin: = ™ /IC Lin(x)dz, lowi = E /Kz Lout () da.
Let f; be such that Y7, Ay > 6 and 307 iy < 0
and b; be such that 22:1 hi—; > ¢ and 22;11 hi—j < 6;
that is, f; and b; denote the number of cells affected by

the ith cell and the number of cells affecting the ith cell,
respectively. Finally, define

1 hi+j j_l
Wi,' = - / w hitr +h | dh,
T Ghivg Jo 2 hit

k=1

1 hrifj j71
Wiyf':_i/ w hi_p+h|dh.

The approximation for the ith cell at time t is

" Fp,mp) — F(m—np, p)
/0 - w(h)dh

NZGPzapz-I—J ZGPZ 5> P)W,

where G is the so-called numerlcal flux. Since w is of unit
norm, we have

fi b

> b Wiy =1, > jhi ;Wi ;=1
=1 i=1

The choice of the numerical flux G determines many
important qualitative properties of the numerical scheme.
The two most commonly used schemes especially in the
field of traffic flows are the modified Lax-Friedrichs scheme
and the Godunov scheme (LeVeque, 1992). The former

G(u,v) = M + D(u —v)

where 2D > w42 1s the coefficient of the numerical
diffusion term, and the latter utilizes

n[un]f( s) if u <w,

G — s€|u,v

(,0) m[ax] f(s) otherwise.
se(v,u

When used in time-space discretization of local conser-
vation laws, both schemes are monotone flux schemes
implying advantageous properties like the maximum prin-
ciple, also called ¢*°-stability (Eymard et al., 2000), but
the physical interpretation is not straightforward. Further-
more, these fluxes are complicated to handle from a control
point of view. Note that while the theory of monotone flux
schemes have been widely studied for local equations the

theory is rather incomplete for nonlocal models. Recent
advancements include the characterization of equidistant
monotone flux schemes for closed nonlocal conservation
laws and an appropriate Courant-Friedrichs-Lewy (CFL)
condition under which the scheme is conservative, consis-
tent, enjoys the maximum principle and is total variation
diminishing (TVD) (Du et al., 2017).

Our main result is that using the naturally defined non-
local flux as the numerical flux G(u,v) = F(u,v) =
WU (Pmaz — v) in the case of open conservation laws, the
(not necessarily equidistant) discretization scheme will still
have many desired qualitative properties mentioned above
and the obtained system of ODEs is of a quite special form,
namely, it is kinetic.

Definition 1. The NFRM is the spatial numerical segmen-
tation of (1), given by

bi fi

pi = prz J (Pmaz — pz)Wz —j Zwl)z (Pmaz — pz+])Wz it
j=1 j=1

+ 1in,iwpin(pmacc - Pi)

1
pi(O)z—/ po(z)dx, i€
hi [y

- 1out,iwpoutpia (i, t) €Z xRy,

i

For the sake of generality we may also consider variable
maximal density and particle speed at different spatial
points. These will be given by the functions pp, : R —
R, and v, : R — Ry, respectively. The local flux in this

case is
rs _ ’Uma:r(x) _ _ _
flu,z) = mu(pmar(x) u) = w(x)“(pmax(x) u)
and the nonlocal flux is

F(uu U7,’E,y) = w(x)u(pmaw(y) - U)'

We further introduce the variables ppmaz; and Vmae,s
denoting the average maximal particle density and speed
in cell K; as

1

1
Pmaz,i = h7/ pmaw(x) dz,
1 JK;

Umax,i = ]“7/ Umax(x) dx
i JK,

-. Using the numerical flux

VUmaz,i

and the variables w; = o

é(ua v, Za]) = wiu(pmax,j - U)
we obtain a generalization of NFRMs.
Definition 2. The generalized NFRM is defined by

sz iPi—j(
- Zwipi(t)(
=1
+ Ri(t,pi) — Si(t, pi), (i,t) €Z x Ry;
1
pi(0>:f/ po(@)de, i€z,
I

pmax i

— pi(t))Wi

— pij (1)) Wi (3)

Pmax,i+j

— pi(t)),

R; (ta pi) = lin,iwipin(t) (pmaac,'i
Si(ta pz) = lout,iwipout(t)pi(t)-
Generalized NFRMs are formally kinetic, which ensures

some advantageous properties of the model and most im-
portantly, allows us to use the well-developed theory of
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chemical reaction networks (Erdi and T6th, 1989; Fein-
berg, 2019). Furthermore, the underlying CRN has physi-
cally meaningful compartments and topology. In fact, let
N; and S; denote particles and available space slots for
particles in the ith cell, respectively. Then the particle flow
can be represented as transformations of complexes (that
is, as reactions) as follows:

Ni_; +S; ‘“N+S” J=12,....b; (4)
N; + Siy; Lﬂ)NH_J—FSi j=12,....,fi (5
s; Bty (6)
N; Loty g, (7)

Reaction (4) shows that during the particles’ transition
from the (i — j)th cell to the ith cell the available spaces
increase in the (¢ — j)th cell and decrease in the ith cell,
while the number of particles decrease in the (i — j)th
cell and increase in the ith cell. Reaction (5) expresses
the same transition from the ith cell to the (i 4+ j)th
cell. Finally, reactions (6) and (7) show the behaviour of
in- and out-flows. Note that (4) and (5) are redundant
when enumerating all reactions. Figure 1 shows the exact
structure of the compartments and the topology of the
intra- and intercell reactions.

Fig. 1. Compartmental model of the generalized NFRM

Let n; and s; denote the continuous number of particles
and available spaces in the ith cell per unit length, respec-
tively. Using Eq. (2), the system of ODEs derived from the
reactions are:

b fi
ng = E ki—jini—jsi — E kijitjnisiv; + kin,isi —
Jj=1 Jj=1

kout,i”iv (8)

i f
5 =— E ki—jini—jsi + E ijipinisivy — Kin,isi + Kout,in-

We can see that n;+$; = 0; that is, the sum of particles and
available spaces is conserved in each cell. Let n; + s; = ¢;,
and substitute s; = ¢; — n; into (8) to obtain

b;
n; = Z (kijani—jei — kiojani—jng) + kini(ci — ng)
=1
fi
- Z (ki,i+jnici+j - kz’,i+jninz’+j) — kout,in,
j=1
which is equivalent to (3) with n; = pi, ¢ = Pmaz

kimji = wi Wi _j, kiiv; = Wit jWij, Kini = LiniWinpin
and kout,i = 1out,iwipout'

4. ANALYSIS OF THE NFRM

In this section we introduce some important properties
of the spatial and the time-space discretization. General
properties are established for open systems and then some
stronger results are formalized for closed systems. We also
briefly demonstrate the applicability of CRN theory for
the analysis of NFRMs.

4.1 Spatial discretization

Theorem 3. The following statements hold for the pro-
posed numerical scheme (3):

(i) It is nonnegative and capacitated; that is, we have
0 < pi(t) < pmas,: for all i € Z and t > 0.
(ii) It is conservative in the sense that

D onilt) =Y pi0) / Ri(T, pi) = Si(r, pi)) dT

€L 1E€EZ
holds for any ¢ > 0.

Proof. (i) These are immediate consequences of the ki-
netic property (Feinberg, 2019).

(ii) Since
Zﬁz‘(t) = Z (Ri(t, pi) = Si(t, pi))
i€Z i€Z

the scheme is conservative.

4.2 Discretization of the kinetic model in time

Consider the equidistant temporal grid ¢, = kAt, where
At > 0 is the time step. Let p¥ approximate the average
particle density in the ¢th cell at time t;; that is, we have

1
R~ hi/Kip(z,tk)dx.

Consider the explicit Euler discretization of (3) as
b;
Pt =pk + AtZwifjpiij (Pmaz,i — oF)
L ©)
— At Z w;pf (pmaz,i+j —
j=1
for (i,k) € Z x N and rewrite the scheme as

k-+1 k k k
pz+ H(pi—bu"'vpiv"'7pi+fi)'

Theorem 4. Under the CFL condition

2At sup (w(2) pmas(y)) < inf h; (11)
eye i€z

the following statements hold for the proposed spatio-
temporal numerical scheme (9):

pF) + Ri(te, pF) = Si (. o})

(10)

(i) It is nonnegative.
(ii) It is capacitated and p¥ < ppaz; holds for all i € Z
and k € N.
(iii) It is conservative in the sense that

Sob=> 00 +AtZZ( (t1, pt)

1€Z 1€Z 1€Z 1=0
holds for any k € N.

-5 (tlvpé))
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Proof. (i) Under the above CFL condition, we have
inf;ez h;
25upx,yeR (w(x)pmaa; (y))

fi
X <Zwipmaz,i+jWi,j + ]-out,iwipmax,i> Z
j=1

k+1 k k
PiJr 2P = Pi

fi

1

k k .

Z P = Pig < E 1 hiyjWi; + ig%%) >0
]:

thus the scheme is nonnegative.

(ii) The proof is nearly identical to the proof of ().

(iii) Summation over the cells and partial summation yield

b;
Zp?“ = Z P+ Afz Z wi—jpi—j (Pmaz.i = ) Wi,

iCZ i€l i€Z j=1
fi
— At Z Z wipf (pmaz,i+j - Pfﬂ') Wi
€7 j=1
+ At Z (Ri(tk,pf) - Si(tk»Pf))
i€Z
=D oA (Rt o) = Silta, 1))
1€ZL 1EL

Induction shows that the scheme is conservative.

Theorem 5. Consider a closed NFRM. Under the CFL
condition (11), the following statements hold for the pro-
posed numerical scheme (9):

(i) It is monotone; that is, if u? < o for all i € Z, then
uf <of foralli€Zand k € N.

(ii) It is ¢'-contractive; that is, if p° and n° are ¢!-
summable sequences and p* and 7* denote the result
of scheme (9) after k steps using p° and 7° as initial
values, respectively, then for any k£ > [

1" ="l < llo" = ' [l -
(iii) Tt satisfies the TVD property; that is, for any k > [
V(") < TV (5),
where TV (p*) = 3 ez [f — Pk .

Proof. (i) It suffices to show that H given by (10) is
monotone; that is,

aH(pi‘cbe AR 'O’ILCJrfL)

>0
k -
iy
holds for each i,j € Z. It is clear that
OH(pk_, ,....pF
(P, - pH_fl) =0 for j > b;
apz;j
OH(pF_, ,....pF +
(p%bl - prl) =0 for j > f;
Opis;
holds. Furthermore, we have that
OH(pr_, ,....pF .
(pszz . p’ﬂrfl) = Atwifj (pmaz,i — pf)Wz)ij >0
Ipi_;
for 7 =1,2,...,b;. Similarly

3H(pf_bi, ...
0Py

’pi?-i-fi)

= Atwipi»cWi,j Z 0

for y =1,2,..., f;. Finally, using the same approximation
as in the proof of Theorem 4(i), we obtain

b4
OH - k
o 1-— At( > wiipf Wi
% j=1

fi
+ Z W; (Pmaz,i-&-j - pf—&-j) Wl}j)

j=1

b; fi
1
2l-3 (Z hiiWi—j + ) hi+jWi,j> > 0.

Jj=1 Jj=1

(ii) For the proof, we refer to (Harten et al., 1976, Ap-
pendix), where finite-difference schemes are considered,
but the proof of £!'-contractivity is detached from this fact.

(iii) The proof follows the proof of (LeVeque, 1992,
Theorem 15.4). By denoting 171’.C = pf_l and using ¢'-
contractivity, we have

TV (") = " = "] < |I0" " =

Induction concludes the proof.

", =TV ().

Theorem 6. Consider a closed NFRM with constant max-
imal particle density and speed. Under the CFL condition
(11), the proposed numerical scheme (9) enjoys the maxi-
mum principle.

Proof. Since the scheme is monotone, we have

k+1 k k k k k
P = H (ol plig,) < H(maxpl . maxpf) = mas ]
and

k+1 k k : k : k : k
Pt = H(ply o oplig,) 2 H(mingg.... minpf) = minpj.

Let Jj, = (kAt, (k + 1)At) and p(z, ) denote the piecewise

constant function defined by the grid values p¥; that is, let
k=0 i€Z

Theorem 7. Consider a closed NFRM with constant maxi-

mal particle density and speed. Assume that py € £L*(R)N
L°(R) N BV (R). Then, for any t > 0, we have

1pCDllz < llpollz, 2 = LZ(R), BV(R).

Proof. The case Z = L>*(R) follows from the maximum
princple and Z = BV(R) follows from (Crandall and
Majda, 1980, (2.16)).

4.8 Stability analysis of a circular topology

In this subsection, as an extension of the results described
in (Lipték et al., 2021), we consider closed NFRMs with
constant maximal particle density and speed and with
circular or ring-like topology obtained via equidistant
spatial discretization. Let the number of compartments
be N. In an equidistant setting b; = f; =: r for i =
1,27...,N and Wi,fj == Wi,j = Wj for i = 172,...7N
and j = 1,2,...,r. For simplicity of notations we assume
that N > 2r; that is, the nonlocality does not loop. Under
such assumptions ring topology means that pyy; = p; and
pi—j = pn—j for 5 =1,2,...,r. An equilibrium point with
densities p; satisfies the following constraints
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T T
> wpij(pmaz — p)W5 =Y wp} (pmaz — P 5)W;
Jj=1 Jj=1
for : = 1,2,..., N. This shows that we obtain an equilib-
rium if each cell has equal density and since the number
of particles is constant in the closed system we have

We will use the entropy-like Lyapunov function candidate
well-known from the theory of chemical reaction networks
(Feinberg, 2019, Section 7.7)

N
Vip)=> pi [1og (m) - 1} + Np.
i=1 P
Note that p = 0 is only possible when there are no particles

in the system which is clearly not relevant.

It is easy to see that V(p*) = 0 and p # p* implies
V(p) > 0. Furthermore, partial summation yields

N
Vip) = ;bg (%)p

N
= ; log (%) Z w [Pi—j (pmaz — Pi) - pi(Pma:c - Pi+j)} Wj

j=1
N T ( )
- pi(pmaz — Pitj [l (pi+j) 1 (&)}W
33 e (252) us (2
i=1 j=1
Using the inequality e?(b — a) < e’ — e® with a = log (%)

and b = log (p%) and noting that equality holds if and
only if a = b, we find that

N T
Vip) <w Z Z(pmam = Pitj)(Pitj — pi)W;

i=1 j=1
N r
=w Z Z (=p2j + pipivs)W;
i=1 j=1
N r
w
=-3 DO (07 = 2010045 + 0 ) Wi
i=1 j=1

N T
= —% ZZ(M‘ — pitj)?W; <0.
i=1 j=1
This shows that V(p*) = 0 and p # p* implies V(p) < 0

and we conclude that this equilibrium point is asymptoti-
cally stable.

5. CONCLUSIONS

We showed that one-dimensional nonlocal particle flows
with Lighthill-Whitham-Richards flux supplemented with
appropriate in- and out-flow terms can be spatially dis-
cretized with a finite volume scheme to obtain formally
kinetic models with physically meaningful reaction graph
structure. To demonstrate the advantages of the kinetic
property, the Lyapunov stability of a special, circular
topology was shown with an entropy-like logarithmic Lya-
punov function. An explicit temporal discretization of the
kinetic model was also studied. An appropriate Courant-
Friedrichs-Lewy condition was formulated to ensure many

advantageous properties of the numerical scheme. For
closed systems, additional characteristics including mono-
tonicity and the total variation diminishing property was
also discussed.

REFERENCES

Angeli, D. (2009). A Tutorial on Chemical Reaction Network
Dynamics. European Journal of Control, 15(3-4), 398-406. doi:
10.3166/¢ejc.15.398-406.

Chiarello, F.A. and Goatin, P. (2018). Global entropy weak solutions
for general non-local traffic flow models with anisotropic kernel.
ESAIM: Mathematical Modelling and Numerical Analysis, 52,
163-180.

Crandall, M.G. and Majda, A. (1980). Monotone Difference Approx-
imations for Scalar Conservation Laws. Mathematics of Compu-
tation, 34(149), 1-21. doi:10.2307/2006218.

Du, Q., Gunzburger, M., Lehoucq, R.B., and Zhou, K. (2013). A
non-local vector calculus, non-local volume-constrained problems
and non-local balance laws. Mathematical Models and Methods in
Applied Sciences, 23(3), 493-540.

Du, Q., Huang, Z., and LeFloch, P.G. (2017). Nonlocal conservation
laws. A new class of monotonicity-preserving models. SIAM
Journal on Numerical Analysts, 55(5), 2465-2489.

Erdi, P. and Téth, J. (1989). Mathematical Models of Chemical Re-
actions: Theory and Applications of Deterministic and Stochastic
Models. Princeton University Press, Princeton.

Eymard, R., Gallouét, T., and Herbin, R. (2000).
Methods. Elsevier.

Feinberg, M. (2019). Foundations of Chemical Reaction Network
Theory. Springer International Publishing.

Godunov, S. (1959). Finite difference method for numerical computa-
tion of discontinuous solutions of the equations of fluid dynamics.
Matematicheskii Sbornik, 47(89)(3), 271-306.

Harten, A., Hyman, J.M., Lax, P.D., and Keyfitz, B. (1976). On
finite-difference approximations and entropy conditions for shocks.
Communications on Pure and Applied Mathematics, 29(3), 297—
322. doi:10.1002/cpa.3160290305.

Horn, F. and Jackson, R. (1972). General mass action kinetics.
Archive for Rational Mechanics and Analysis, 47(2), 81-116. doi:
10.1007/BF00251225.

Hars, V. and Téth, J. (1981). On the inverse problem of reaction
kinetics. In M. Farkas and L. Hatvani (eds.), Qualitative Theory
of Differential Equations, volume 30 of Coll. Math. Soc. J. Bolyai,
363-379. North-Holland, Amsterdam.

Kavallaris, N.I. and Suzuki, T. (2018). Non-Local Partial Differential
Equations for Engineering and Biology. Springer International
Publishing.

Keimer, A., Leugering, G., and Sarkar, T. (2018). Analysis of a
system of nonlocal balance laws with weighted work in progress.
Journal of Hyperbolic Differential Equations, 15(3), 375-406. doi:
10.1142/50219891618500145.

Kessels, F. (2019). Traffic Flow Modelling. Springer International
Publishing.

LeVeque, R.J. (1992). Numerical Methods for Conservation Laws.,
volume 57. Birkh&user, Basel. doi:10.2307,/2938728.

Lighthill, M.J. and Whitham, G.B. (1955). On Kinematic Waves . II
. A Theory of Traffic Flow on Long Crowded Roads. Proceedings
of the Royal Society of London A: Mathematical and Physical
Sciences, 229(1178), 317-345.

Lipték, G., Pereira, M., Kulcsar, B., Kovacs, M., and Szederkényi, G.
(2021). Traffic reaction model. ArXiv:2101.10190v1 [math.NA].
Reuveni, S., Meilijson, I., Kupiec, M., Ruppin, E., and Tuller, T.
(2011). Genome-scale analysis of translation elongation with a
ribosome flow model. PLoS Computational Biology, 7(9). doi:

10.1371/journal.pcbi.1002127.

Richards, P.I. (1956). Shock Waves on the Highway. Operations
Research, 4(1), 42-51.

Smoller, J. (1994). Shock Waves and Reaction-Diffusion Equations.
Springer-Verlag, New York. doi:10.1007/978-3-642-25847-3.

Finite Volume



