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Abstract—We propose novel solvers for estimating the ego-motion of a calibrated camera mounted to a moving vehicle from a single affine correspondence via recovering special homographies. For the first, second and third classes of solvers, the sought plane is expected to be perpendicular to one of the camera axes. For the fourth class, the plane is orthogonal to the ground with unknown normal, \textit{e.g.}, it is a building facade. All methods are solved via a linear system with a small coefficient matrix, thus, being extremely efficient. Both the minimal and over-determined cases can be solved by the proposed solvers. They are tested on synthetic data and on publicly available real-world datasets. The novel methods are more accurate or comparable to the traditional algorithms and are faster when included in state-of-the-art robust estimators. The source code is publicly available\cite{1}.

I. INTRODUCTION

The estimation of plane-to-plane correspondences (\textit{i.e.}, homographies) in an image pair is a fundamental problem for recovering the scene geometry. Recent state-of-the-art (SOTA) Structure from Motion \cite{2}, \cite{3}, \cite{4} or Simultaneous Localization and Mapping \cite{5}, \cite{6} algorithms combine epipolar geometry and homography estimation to be robust when the scene is close to being planar or the camera motion is rotation-only. In this paper, we use non-traditional input data (\textit{i.e.}, affine correspondences) and focus on the case when the camera is mounted to a moving vehicle and there is a prior knowledge about the sought plane, for instance, it is the ground or a building facade.

An affine correspondence (AC) consists of a point pair and the related $2 \times 2$ local affine transformation, mapping the infinitesimally close vicinity of the point in the first image to the second one. Nowadays, a number of algorithms exist \cite{7}, \cite{8}, \cite{9}, \cite{10}, \cite{11}, \cite{12}, \cite{13}, \cite{14}, \cite{15}, \cite{16} using ACs to estimate geometric entities, \textit{e.g.}, homography, surface normal, epipolar geometry. These techniques are thoroughly discussed in the recent work of Barath et al. \cite{17}. Affine features encode higher-order information about the scene geometry, thus the algorithms exploiting them solve the estimation problems from fewer correspondences than point-based methods. The reduced number of features is extremely important for randomized robust estimators, \textit{e.g.}, RANSAC \cite{18}, where the processing time depends on the required number of points exponentially.

Recently, the attention is pointing towards autonomous driving, thus, it is becoming more and more important to design algorithms exploiting the properties of such a movement to provide results superior to general solutions. Considering that the cameras are moving on a plane, \textit{e.g.}, they are mounted to a car, is a well-known approach for reducing the degrees-of-freedom and speeding up the robust estimation. Note that this assumption can be made valid if the vertical direction is known, \textit{e.g.}, from an IMU sensor.

Ortin and Montiel \cite{19} proved that, in case of planar motion, the epipolar geometry can be estimated from two point correspondences. This is also the motion model we assume in this paper. Since \cite{19}, several solvers have been proposed to estimate the motion from two correspondences \cite{20}, \cite{21}, Scaramuzza \cite{22} proposed a technique using a single point pair for a special camera setting assuming the special non-holonomic constraint to hold. The goal of this paper is to estimate camera pose for special vertical and horizontal planes when the camera motion is planar. The most related work to ours is the paper of Saurer et al. \cite{23}. They estimate homographies from point correspondences by considering a prior knowledge about the normal of the sought plane, \textit{e.g.}, it is orthogonal or parallel to the plane on which the vehicle, \textit{i.e.}, typically a car or (quad)copter, moves. Contrary to \cite{23}, affine correspondences are exploited here as well.

Contributions. We propose solvers for estimating special homographies from a single affine correspondence. The addressed problem classes are visualized in Fig. 1. For the first type of solvers, the plane is assumed to be orthogonal to one of the camera axes. For the second one, the plane is vertical, \textit{e.g.}, it is a facade of a building. The proposed methods solve linear systems, thus, being extremely fast, \textit{i.e.}, $5$–$10 \mu s$. The methods are tested on synthetic and on publicly available real-world datasets. They lead to accuracy comparable to the traditional algorithms while being significantly faster when included in SOTA robust estimators.

II. PROBLEM STATEMENT

Assume that we are given two calibrated cameras, with intrinsic camera matrices $K$ and $K'$, a planar object is observed. The world coordinate system is fixed to the first camera. The projection matrices are $P = K[I|0]$, $P' = P = K[I|0]$. 
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Fig. 1: Cameras C and C' are related by a rotation R around the vertical (yaw) axis and translation t = [tx, 0, tz]T. Four different cases are considered, i.e., when the points originate from a (1) horizontal P1, (2) vertical frontal P2, (3) vertical side P3, and (4) general vertical plane P4.

K'[R | t], where matrix R and vector t are, respectively, the 3D rotation and translation between the two views.

If there are corresponding points in the images, given by homogeneous coordinates as \( u = [x \ y \ 1] \) and \( u' = [x' \ y' \ 1] \), then the relationship w.r.t. the coordinates is linear. It is represented by a homography \( H \) as \( u' \sim Hu \), where the operator \( \sim \) denotes equality up to an usually unknown scale. In the case of calibrated cameras, the 2D coordinates can be normalized by the inverse of the intrinsic camera matrices. We use the normalized coordinates in the rest of this paper: \( u \leftarrow K^{-1}u \) and \( u' \leftarrow K'^{-1}u' \).

The homography parameters can be expressed via the relative pose [24], i.e., rotation and translation, as follows:

\[
H \sim R - \frac{1}{d}tn^T, \tag{1}
\]

where scalar \( d \) and vector \( n \) denote the distance of the observed plane from the first image and the normal of the plane, respectively. Operator \( \sim \) denotes equality up to scale.

\section*{A. Planar motion}

Assume that we are given a calibrated image pair with a common XZ plane (Y = 0), where axis Y is parallel to the vertical direction of the image planes. A trivial example for such a constraint is the camera setting of an autonomous car with a camera fixed to the moving vehicle and the Y axis of the camera being perpendicular to the ground plane. Note that this constraint can be straightforwardly made valid if the vertical direction is known, e.g., from an IMU sensor. To estimate the camera motion, we first describe the parameterization of the problem.

Assuming planar motion, the rotation and translation are represented by three parameters: a 2D translation and the angle of rotation. Formally,

\[
R = \begin{bmatrix}
\cos \alpha & 0 & -\sin \alpha \\
0 & 1 & 0 \\
\sin \alpha & 0 & \cos \alpha
\end{bmatrix}, \quad t = \rho \begin{bmatrix}
\cos \beta \\
0 \\
\sin \beta
\end{bmatrix}. \tag{2}
\]

The translation is represented by length \( \rho \in \mathbb{R}^+ \) and \( \beta \in [0, 2\pi) \). Angle \( \alpha \in [0, 2\pi) \) is the rotation around axis Y.

\section*{B. Homography Estimation}

In this paper, we exploit the relation between homographies and local affine frames. A homography \( H \) and an affinity \( A \) are represented by 3×3 by 2×2 matrices, respectively. We index their elements in a row-major order. Homography \( H \) represents the projective transformation between corresponding areas of planar surfaces in two images, while affine transformation \( A \) are defined as the first-order approximations of image-to-image transformations [10], including homographies. A homography is usually estimated from point correspondences in the images. If the point locations are denoted by vector \([x \ y]^T\) and \([x' \ y']^T\) in the first and second images, the relations between the coordinates [24] in the two views are as follows:

\[
x'(h_7x + h_8y + h_9) = h_{1}x + h_{2}y + h_{3},
\]
\[
y'(h_7x + h_8y + h_9) = h_{4}x + h_{5}y + h_{6}. \tag{3}
\]

Thus, each point correspondence (PC) adds two equations for the homography estimation.

Recently, Barath and Hajder proved [14] that the affine part of an affine correspondence gives four additional equations. They are as follows:

\[
h_1 - (x' + a_1x) h_7 - a_1y h_8 - a_1 h_9 = 0, \tag{4}
\]
\[
h_2 - (x' + a_2y) h_8 - a_2x h_7 - a_2 h_9 = 0, \]
\[
h_4 - (y' + a_3x) h_7 - a_3y h_8 - a_3 h_9 = 0, \]
\[
h_5 - (y' + a_4y) h_8 - a_4x h_7 - a_4 h_9 = 0.
\]

In total, an affine correspondence (AC) provides six independent constraints. Consequently, one AC and two PCs are enough for estimating a general homography with eight degrees-of-freedom.

\section*{III. PROPOSED METHODS}

The following problem classes are considered: the estimation of (i) the ground plane, (ii,iii) special and (iv) general vertical planes. The objective is to recover the camera pose.

\subsection*{A. Ground Plane}

The normal of the ground plane is \( n = [0 \ 1 \ 0]^T \).

If planar motion is considered, Eq. 2 and normal \( n \) are substituted into Eq. 1. The homography becomes

\[
\gamma H = \begin{bmatrix}
\cos \alpha & p & -\sin \alpha \\
0 & 1 & 0 \\
\sin \alpha & q & \cos \alpha
\end{bmatrix}, \quad H \sim \begin{bmatrix}
h_1 & h_2 & h_3 \\
0 & h_5 & 0 \\
0 & h_7 & h_9
\end{bmatrix}, \tag{5}
\]

where parameter \( \gamma \) denotes the unknown scale, \( p = -\rho \cos \beta \) and \( q = -\rho \sin \beta \), and the elements of \( H \) are \( h_1 = h_9 = \cos \alpha, h_2 = p, h_3 = -h_7 = -\sin \alpha, h_5 = q, h_7 = 1 \).

Accordingly, three degrees-of-freedom (DoF) have to be estimated, i.e., the unknown rotation angle \( \alpha \) and a 2D translation represented by coordinates \( p \) and \( q \).

If the relationship of the homography, point and affine parameters are considered (Eqs. 3 and 4), the estimation problem can be linearized as follows:

\[
A_{gd} [\cos \alpha \ \sin \alpha \ \rho \ p \ q]^T = [0 \ -y \ 0 \ 0 \ 0 \ -1]^T, \tag{6}
\]
B. Special Vertical Planes

The algebraic problems can be written as obtained vector by its last coordinate. The angle is retrieved where:

$$ A_{gd} = \begin{bmatrix} x - x' & -z'x - 1 & y & -z'y \\ -y' & y'x & 0 & -y'y \\ -a_1 & -a_2 & 0 & -a_3 \\ -a_4 & -a_5 & 0 & -a_6 \end{bmatrix} $$.

The point and affine parameters give six linear equations in the form of $A_{gd}h_{gd} = b_{gd}$.

**Optimal solver.** The objective is to solve an inhomogeneous linear system with constraint $x_1^2 + x_2^2 = 1$, where $x_1 = \cos \alpha$ and $x_2 = \sin \alpha$ are the first two coordinates of vector $x$. This algebraic problem can be optimally solved in the least squares sense via computing the intersections of two conics.

**Rapid solver.** The problem can be also solved by a homogeneous linear matrix equation $[A_{gd} - b_{gd}] [x^T \ 1]^T = 0$. The null-vector of matrix $[A_{gd} - b_{gd}]$ gives a suboptimal solution. Constraint $x_1^2 + x_2^2 = 1$ is made valid by dividing the obtained vector by its last coordinate. The angle is retrieved as $\alpha = \text{atan2}(x_2, x_1)$.

B. Special Vertical Planes

For urban scenes, it is quite frequent that planes of the buildings are parallel or perpendicular to the moving direction of the vehicle. In these cases, normals are $[1 \ 0 \ 0]^T$ or $[0 \ 0 \ 1]^T$. Although the homographies are not exactly the same as in Eq. 5, the problem is linear w.r.t. the same unknowns $\alpha$, $p$ and $q$. Therefore, the problem can be solved straightforwardly. The algebraic problems can be written as

$$ A_{v1} [\cos \alpha, \sin \alpha, p, q]^T = b_{v1}, $$
$$ A_{v2} [\cos \alpha, \sin \alpha, p, q]^T = b_{v2}, $$

where $A_{v1}$ and $A_{v2}$ are the new coefficient matrices, and the right sides of the inhomogeneous problems are exactly the same as in Eq. 6, thus $b_{v1} = b_{v2} = b_{gd}$. The coefficient matrices for the problem class are as follows:

$$ A_{v1} = \begin{bmatrix} x - x' & -z'x - 1 & y & -z'y \\ -y' & y'x & 0 & -y'y \\ -a_1 & -a_2 & 0 & -a_3 \\ -a_4 & -a_5 & 0 & -a_6 \end{bmatrix}, $$

and

$$ A_{v2} = \begin{bmatrix} x - x' & -z'x - 1 & y & -z'y \\ -y' & y'x & 0 & -y'y \\ -a_1 & -a_2 & 0 & -a_3 \\ -a_4 & -a_5 & 0 & -a_6 \end{bmatrix}. $$

C. General Vertical Planes

Assuming that the observed plane is vertical, with unknown orientation, is also an important case for autonomous driving. A general vertical wall has normal $n = [n_x \ 0 \ n_z]^T$. The surface normal itself can be represented by an angle $\delta$ as $n = [\cos \delta \ 0 \ \sin \delta]^T$. The implied homography is as follows:

$$ H = \begin{bmatrix} h_1 & 0 & h_5 \\ 0 & h_5 & 0 \\ h_7 & 0 & h_9 \end{bmatrix}, $$

where $h_1 = (\cos \alpha - p \cos \delta) / \gamma$, $h_3 = (\sin \alpha - p \sin \delta) / \gamma$, $h_5 = 1 / \gamma$, $h_7 = (- \sin \alpha - q \cos \delta) / \gamma$, and $h_9 = (\cos \alpha - q \sin \delta) / \gamma$. Therefore, the problem has five DoFs, i.e., $\alpha, \delta, \gamma, p$ and $q$. The six linear equations from Eqs. 3 and 4 form linear system:

$$ A_{v1}h = \begin{bmatrix} 1 & 0 & 0 & -(x' + a_1) & -a_1 \\ 0 & 0 & 0 & -a_2 & -a_2 \\ 0 & 0 & 0 & -y' + a_3 & -a_3 \\ x & 1 & 0 & -x' & -x' \\ 0 & y & -y' & -y' \end{bmatrix} \begin{bmatrix} h_1 \\ h_3 \\ h_5 \\ h_7 \\ h_9 \end{bmatrix} = 0. $$

**Solver.** The elements of the homography matrix can be estimated by the null-matrix of $A_{v1}$, and the scale-ambiguity, represented by variable $\gamma$, can be eliminated by scaling the homography matrix as $h_5 = 1$.

The remaining four parameters are retrieved from the scaled homography matrix. The elements are written as:

$$ h_1 = \cos \alpha - p \cos \delta, \quad h_3 = \sin \alpha - p \sin \delta, $$
$$ h_7 = -\sin \alpha - q \cos \delta, \quad h_9 = \cos \alpha - q \sin \delta. $$

From the 1st and 3rd equations, $p$ and $q$ are expressed as

$$ p = \frac{\cos \alpha - h_1}{\cos \alpha}, \quad q = -\frac{h_3 + \sin \alpha}{\cos \delta}. $$

These are substituted back to the second and fourth equations. After elementary modifications, the following two equations are obtained:

$$ h_3 \cos \beta = h_1 \sin \delta + \sin (\alpha - \delta), $$
$$ h_9 \cos \delta = h_7 \sin \delta + \cos (\alpha - \delta). $$

This can be written by a matrix-vector product as:

$$ \begin{bmatrix} h_9 & -h_7 \\ -h_3 & h_1 \end{bmatrix} \begin{bmatrix} \cos \delta \\ \sin \delta \end{bmatrix} = \begin{bmatrix} \cos (\alpha - \delta) \\ \sin (\alpha - \delta) \end{bmatrix}, $$

that is a constrained matrix-vector equation: $Bv_1 = v_2$. s.t. $v_1^T v_1 = v_2^T v_2 = 1$. The SVD decomposition of matrix $B$ is $B = R_1 \text{diag}(\sigma_1^2, \sigma_2^2) R_2$, where $R_1$ and $R_2$ are orthonormal matrices. The algebraic problem is as follows:

$$ Bv_1 = R_1 \begin{bmatrix} \sigma_1^2 & 0 \\ 0 & \sigma_2^2 \end{bmatrix} R_2 v_2 = v_2. $$

Multiplying both sides by $R_1^T$ gives the formulas

$$ \text{diag}(\sigma_1^2, \sigma_2^2) \text{R}_2 v_1 = R_1^T v_2, $$

where $v_1 = R_2 v_1$ and $v_2 = R_1^T v_2$. Finally, the formula to be solved is:

$$ \begin{bmatrix} \sigma_1^2 & 0 \\ 0 & \sigma_2^2 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} v_1' \\ v_2' \end{bmatrix}. $$

Note that $v_1^T v_1' = v_2^T v_2' = 1$ since a rotation does not change the length of a vector. This is a simple geometric problem: an origin-centered ellipse and an origin-centered circle with unit radius are on the left and right side of the equation, respectively. The intersections give four candidate solutions. The solution is straightforward and described in [21].

From the candidate solutions, the good one can be selected by the standard cheirality test [24] built on the fact that all 3D points, from which the pose is calculated, should be located in front of both cameras.

IV. Experimental Results

The proposed methods are tested on both synthetic and real-world image pairs from the Malaga dataset [25]. All the tested algorithms are our own implementations.
A. Synthetic Evaluation

To evaluate the algorithms on synthetic data, we created a similar testing setup as [23]. The scene contains a ground plane, a wall in the front, a wall on the side and walls with general orientation. The distance of the planes from the 1st camera center is set to 10 unit distance (u.d.). The baseline of two cameras was set to 1 unit. The focal length was set to 1000 u.d. Each algorithm was evaluated under varying image noise. All the algorithms were tested under three types of motion, i.e. purely forward (along axis Z) and sideways movement (along axis X) and random planar motion.

To evaluate the accuracy, we compare the estimated relative poses. To measure the error in the relative rotation, we calculate the angular difference between the ground truth and estimated rotations as $\xi_R = \cos^{-1}\left((\text{tr}(\hat{R}\hat{R}^T) - 1)/2\right)$, where $\hat{R}$ is the ground truth and $\tilde{R}$ is the estimated rotation. Since the translation is up scale, the error is the angular difference of the ground truth and estimated translations.

The proposed solvers are compared with the normalized DLT [24] (4PC), 2AC [14], 2PC Line and Circle [21], and 3PC Linear [21] solvers. Each test was repeated 10000 times. We considered two types of simulations. In the first one, the Y-axes of the cameras are parallel (Figs. 2a - 2g). In this case we increased the image noise from 0 to 1 pixel, while increasing the rotation and scale noise in the affine transformations, respectively, from 0 to 1 degrees and 0 to 1 percentages. In Figs. 2h - 2i, the sensitivity, of the proposed algorithms, is tested to the case when the camera motion is...
not entirely planar. For this purpose, the vertical direction of the second camera is rotated around axes X and Z with a small degree ranging from 0 to 5 while the other noise types are fixed to be 1 pixel (image noise), 1 degree (orientation) and 1 percentage (scale), respectively.

**Ground plane.** The proposed 1AC Ground Rapid and Optimal algorithms are compared with the general 4PC and 2AC, 3PC Linear, 2PC Line and Circle in Figs. 2a - 2b when the camera undergoes random planar motion, i.e., it can move freely on its ground plane. The proposed methods have similarly low error as the top-performing solvers.

**Special vertical planes.** For scenes where the observed plane is in the front or on the side, the special cases of the 1AC Vertical algorithm are tested. Note that for the 3PC Linear algorithm scenes with vertical planes are degenerate cases and, thus, this solver was excluded from these experiments. Fig. 2c compares the special case with plane normal $[0 \ 0 \ 1]^T$ under random planar motion. Noise is added to both the point coordinates and affine parameters. The proposed methods give better results than the general methods, but the SOTA 2PC-based methods are less sensitive to the noise. The rotation estimation shows similar behaviour but the plots are not included due to the lack of space. Figs. 2d - 2e compare the special case with plane normal $[1 \ 0 \ 0]^T$ under random planar motion. The proposed 1AC Optimal solver leads to the most accurate results both in terms of rotation and translation errors.

**Purely forward motion.** Fig. 2f compares the solvers simulating purely forward motion in scenes with general vertical planes. The proposed method outperforms the general 2AC and 4PC methods; however, the algorithms of Choi et al. [21] are more accurate. For Fig. 2g, the tested scenes contain the ground plane. The proposed techniques lead to similarly low rotation errors as the top-performing ones.

**Vertical direction.** For Figs. 2h - 2i, we slightly invalidated the assumption that the cameras move on a plane by rotating them around their X and Z axes. As expected, the 4PC and 2AC methods are not affected by this noise due to assuming general motion. The proposed methods significantly outperform the 2PC Line and Circle solvers. The proposed 1AC Ground and Optimal methods are more accurate than the 4PC and 2AC general methods if the vertical noise is below approx. 3.0 degree. The proposed 1AC Vertical is more accurate than the 4PC and 2AC methods if the vertical noise is below approx. 1 degree. As shown in previous studies, e.g., [28], smartphones in 2009 such as Nokia N900 and iPhone 4 had a maximum gravity vector error of 1°. Nowadays, accelerometers used in cars and modern smartphones have noise levels around 0.06° (and expensive “good” accelerometers have $< 0.02°$) [28].

**B. Real-world experiments**

To test the proposed techniques on real-world data, we chose the MaLaga dataset [25]. This dataset was gathered entirely in urban scenarios with car-mounted sensors, including one high-resolution stereo camera and five laser scanners. We use the sequences of one high-resolution camera and every 10th frame from each sequence. The proposed method is applied to every consecutive image pair. The ground truth trajectories are composed using the GPS coordinates provided in the dataset. In total, 9,064 image pairs are used in the evaluation. To acquire affine correspondences [29] we use the VLFeat library [30], applying the Difference-of-Gaussians algorithm combined with the affine shape adaptation procedure as proposed in [31]. In our experiments, affine shape adaptation has only a small $\sim 10\%$ extra time demand over regular feature extraction. The correspondences are filtered by the standard SNN ratio test [29].

As a robust estimator, we choose Graph-Cut RANSAC [26] (GC-RANSAC). In GC-RANSAC (and other RANSAC-like methods), two different solvers are used: (a) one for fitting to a minimal sample and (b) one for fitting to a non-minimal sample when doing model polishing on all inliers or in the local optimization step. For (a), the main objective is to solve the problem using as few data points as possible since the processing time depends exponentially on the number of points required for the model estimation. The proposed and compared solvers are included in this part of the robust estimator. Also, it is observed that the considered special planes usually have lower inlier ratio, being localized in the image, compared to general ones. Therefore, we, instead of verifying the homography in the RANSAC loop, compose the essential matrix immediately from the recovered pose parameters and did not use the homography itself. For (b), we apply the eight-point relative pose solver to estimate the essential matrix from the larger-than-minimal set of inliers.

In the comparison, we use all methods which are added to the synthetic tests and, additionally, the 2PC Ground and 3PC Vertical [23] solvers, the 5PC [27] and the normalized 8PC [24] algorithms. We tested the proposed rapid and optimal solvers on real scenes and found that the difference in the accuracy is balanced by the robust estimator. We thus choose the rapid solver since it leads to no deterioration in the final accuracy, but speeds up the procedure.

The cumulative distribution functions of the rotation (in degrees), translation errors (in meters), and processing times (in seconds) are shown in Fig. 3. The error is calculated by decomposing the estimated essential/homography matrices to 3D rotation and translation. To calculate the translation errors in meters, we use the ground truth length from the dataset. A method being accurate is interpreted as the curve close to the top-left corner. Both of the proposed solvers (1AC Ground and 1AC Vertical) are among the most accurate methods. The processing times of the whole robust estimation procedure are shown in the right plot of Fig. 3. As it is expected, the proposed 1AC Ground method is *far the fastest* solver always returning its solution in at most 0.4 – 0.5 seconds. In 80% of the cases, its processing time is less than 0.01 seconds. The proposed 1AC Vertical method leads to the second fastest robust estimation. The average rotation errors and processing times, for each scene, are reported in Table I. It can be seen that the proposed 1AC Ground solver is the *fastest on all scenes*. It leads also to the second most accurate rotations.
Fig. 3: The cumulative distribution functions of the rotation errors (in degrees), translation errors (in meters) and processing times (in seconds) on the 15 scenes (9,064 image pairs) of the Malaga dataset are shown. Being accurate or fast is interpreted by a curve close to the top-left corner. GC-RANSAC [26] is used as a robust estimator. The compared solvers are the proposed 1AC Ground, 1AC Vertical solvers; the eight (8PC)- [24] and five-point general methods (5PC) [27]; and the techniques from [23], 2PC Ground and 3PC Vertical and the 2PC-based algorithms of [21], 2PC Line and 2PC Circle.

<table>
<thead>
<tr>
<th>State</th>
<th>Time (s)</th>
<th>Ang. error (°)</th>
<th>Distance (m)</th>
<th>Processing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1AC(G)</td>
<td>0.12</td>
<td>0.04</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>1AC(V)</td>
<td>0.19</td>
<td>0.07</td>
<td>0.14</td>
<td>0.06</td>
</tr>
<tr>
<td>8PC</td>
<td>4.57</td>
<td>2.96</td>
<td>2.55</td>
<td>0.79</td>
</tr>
<tr>
<td>5PC</td>
<td>3.02</td>
<td>2.87</td>
<td>0.60</td>
<td>3.00</td>
</tr>
<tr>
<td>2PC(G)</td>
<td>0.33</td>
<td>0.46</td>
<td>0.10</td>
<td>0.24</td>
</tr>
<tr>
<td>3PC(V)</td>
<td>1.25</td>
<td>2.02</td>
<td>0.21</td>
<td>1.28</td>
</tr>
<tr>
<td>2PC(L)</td>
<td>0.74</td>
<td>2.53</td>
<td>0.34</td>
<td>0.83</td>
</tr>
<tr>
<td>2PC(C)</td>
<td>0.75</td>
<td>2.50</td>
<td>0.34</td>
<td>0.79</td>
</tr>
</tbody>
</table>

TABLE I: The average run-times (in seconds) and rotation errors (in degrees) of relative pose estimation on the 15 scenes (columns) of the Malaga dataset using different minimal solvers and Graph-Cut RANSAC as robust estimator [26]. The compared methods are the five-point solver of Stewenius et al. (5PC) [27], the normalized eight point solver (8PC) [24], two points on the ground (2PC(G)) and three points on a vertical plane (3PC(V)) solvers of Saurer et al. [23], the line-based (2PC(L)) and circle-based (2PC(C)) solvers of [21], and the proposed two affine-based solvers assuming points on the ground (1AC(G)) or on a vertical plane (1AC(V)). The corresponding cumulative distribution functions are shown in Fig. 3.

V. CONCLUSION AND FUTURE WORK

We proposed minimal solvers for estimating the ego-motion of a calibrated camera mounted to a moving vehicle from a single affine correspondence assuming special planes to be observed. This problem is of fundamental importance for autonomous driving scenarios. The solvers are extremely efficient, i.e., 5–10 μs in C++, as they are simplified to solving a linear system with a coefficient matrix of size 6 × 5. Also, due to using fewer correspondences than the state-of-the-art point-based solvers, the proposed methods significantly speed up the robust estimation procedure. The solver estimating the parameters of the ground plane lead to, on average, the second most accurate results on the approx. 9000 image pairs of the Malaga dataset.

The proposed methods can be inserted into real-time vision system of robots and (semi-)autonomous vehicles due to their speed. As human-made environments frequently contain horizontal and vertical planes, the methods can be used to detect such kind of planar objects with large surfaces.
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