We propose a fast, noniterative method to segment an in-line hologram of a volumetric sample into in-line subholograms according to its constituent objects. In contrast to the phase retrieval or twin image elimination algorithms, we do not aim or require to reconstruct the complex wave field of all the objects, which would be a more complex task, but only provide a good estimate about the contribution of the particular objects to the original hologram quickly. The introduced hologram segmentation algorithm exploits the special inner structure of the in-line holograms and applies only the estimated supports and reconstruction distances of the corresponding objects as parameters. The performance of the proposed method is demonstrated and analyzed experimentally both on synthetic and measured holograms. We discussed how the proposed algorithm can be efficiently applied for object reconstruction and phase retrieval tasks. © 2012 Optical Society of America
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when the application of phase-shifting interference microscopy [14,15] is considered. Although phase-shifting method would provide a simple, elegant way of complex wave-field reconstruction, it requires several hologram recording steps that considerably reduce the achievable speed of volume inspection. Furthermore, it is hardly applicable; when moving, varying objects are to be measured.

Due to its simplicity and efficient utilization of sensor resolution, the application of in-line holographic setups is commonly preferred [16,17]. Especially, the conventional Gabor holographic architecture is favored, where coherent illumination is applied in a more or less conventional digital microscope setup. In this case, the illuminating wave field serves also as the reference. This architecture provides a really simple measuring setup [Fig. 1(a)] and is applicable whenever the wave field of the objects can be considered only as a perturbation of the reference; that is, sparse, slightly scattering objects are to be recorded [16,18]. Using such an architecture, even lensless DHM systems become realizable [19,20].

Constructing a special DHM setup, we can avoid the limitations caused by the small depth of focus of the conventional microscopes and the observable volume becomes orders of magnitudes larger. Our device records in-line holograms of the objects within a large (~1 mm³) sample volume. To ensure the lateral resolution of at least 1 μm over the entire volume, slight, diffraction-limited optical magnification (5x, using Olympus objectives) was applied besides a high-resolution (9 megapixels, pixel size of 1.75 μm) CMOS sensor. Special fiber-coupled lasers provide the illumination and guarantee the even spherical reference wave field in this device [7]. In contrast to other DHM approaches, the objects spread all over a substantial volume and do not concentrate in a thin layer [11,12,20]. Therefore, their diffractions can considerably overlap not only at the hologram recording but also at the reconstruction plane. The introduced hologram segmentation method can be applied efficiently to decrease or eliminate these distracting diffractions.

Using an in-line hologram the twin image overlaps the reconstructed object, which can considerably corrupt the quality of the reconstruction. If the object is far from the hologram plane, the separation of the twin image from the object is straightforward [21] and sometimes it can be neglected [16]. However, when high-resolution reconstruction is the aim, the objects have to be relatively close to the hologram recording plane to ensure the high effective numeric aperture. In this case, the twin image considerably overlaps with the reconstruction of the object and the twin image removal becomes a really challenging task [22,23]. By the application of proper phase retrieval (twin image elimination) algorithms this type of bias of the object reconstruction can be decreased or eliminated [24]. Some phase retrieval algorithms iteratively use the spatial (i.e., finite support) and hologram amplitude constraints [25].

Although these algorithms, like the modified Gerchberg–Saxton [23], or its Fienup accelerated variant [22] and also the twin image elimination introduced by Koren et al. [26], are frequently suffering from slow convergence and stagnation, they can provide exact phase recovery. That is why we do not want to apply phase retrieval for hologram segmentation, as it was suggested in some earlier approaches [27], but introduce a new, noniterative hologram segmentation method.

On the other hand, we usually record a hologram of several objects, what we call a composite hologram. That is, the recorded hologram can be considered as the sum of the in-line holograms of the component objects. Higher-order (multiple) diffractions [16,18,27,28], as they are very small, can usually be neglected.

Unfortunately, the conventional twin image elimination algorithms generally cannot be applied in the case of composite holograms. The spatial (nonnegativity, finite support) constraint-based phase estimation cannot couple solely to the amplitude of the hologram of a given object, but only to the amplitude of the overall hologram. Therefore, the algorithm generally fails to converge to the correct complex wave field of the object (see Section 4).

Notwithstanding, there were attempts to eliminate the twin image noise in composite holograms by iterative estimation of the objects [23]. However, this algorithm appears to work only for small, distant objects that mainly have amplitude modulation (e.g., particle imaging). It is relatively easy to determine the exact support for such an object and only a small fraction of the energy of the virtual object (twin image) diffracts within this support. In this case, the elimination of the twin image is straightforward and certainly does not require the application of an iterative algorithm [22,29]. The phase retrieval algorithms usually converge much slower if the twin images are significant within the support. This is the
case of holograms constituted of extended, not sufficiently distant objects that frequently leads to inadequate estimation of the supports. Nonetheless, in practical applications, commonly, holograms of just these types of objects are measured [30]. Especially, this is the case when high resolution is the aim.

Even if the own twin image noise of the object does not significantly bias the reconstruction, which is the situation for small, distant objects, the diffraction of the other objects and their corresponding twin images can still contaminate it considerably. Apart from the twin image noises, this is true even in the case of off-axis holograms.

To avoid this deficiency of the composite hologram reconstruction, the segmentation of the original hologram to the in-line subholograms of the constituent objects seems indispensable [31]. The reconstructions based on the segmented holograms will not be biased by the diffractions of the other component objects anymore. However, as we do not know the exact wave field of the objects, this segmentation appears to be hard.

In this paper we introduce a simple, noniterative algorithm that can segment an in-line hologram to the sum of same sized subholograms of the constituent objects, without resolution loss. In contrast to the phase retrieval or twin image elimination algorithms, we do not aim or require to reconstruct the complex wave field of all the objects, which would be a much harder task, but only provide a good estimate about the contribution of the particular objects to the original hologram. Even if this algorithm produces practically correct segmentation, it still has some small residual systematic error. In the majority of the possible applications this error can be regarded as negligible. Furthermore, by the appropriately amended application of the introduced algorithm, the systematic part of the error can be completely eliminated.

In Section 2, we introduce the proposed algorithm. In Section 3, we demonstrate the performance of the algorithm on simulated and measured holograms. We examine the achievable accuracy of the algorithm depending on the segmentation parameters and on their inaccuracies (Subsection 3.A). In Section 4, we show what kind of technique can be used to eliminate the residual systematic error of the algorithm. It seems essential, when this small systematic error can make the aimed further processing hard (e.g., phase retrieval algorithms). Furthermore, we show that the introduced technique sometimes considerably improves the quality of reconstruction.

2. In-Line Hologram Segmentation

The segmentation of the hologram is done object-wise; that is, in every step an in-line approximate hologram of the selected object is determined in addition to the residual hologram. This way, step by step, the in-line hologram of all the objects will be revealed. We segment the in-line hologram into two subholograms of the same size. One of them is that of the constituent object defined by the support and the reconstruction distance, while the other one is the remaining hologram. This way, all the segmented holograms provide reconstructions at the same resolution as the original one. The effective numeric aperture of the object is decreased only by the usually small supports of the other segmented objects (see Section 3).

To find the subholograms corresponding to the constituent objects we have to know at least where these objects are within the recorded volume, and what is their approximate extent [23,26,29]. We apply a holographic object detection algorithm to find these parameters, namely the proper reconstruction distance and support of the component object. The property, that the objects usually have distinct reconstruction distances, makes the segmentation easier. These depth keys can be exploited to find and separate the objects efficiently. As details of the object detection method are out of scope of this paper, we only provide a short outline of its operation. Its comprehensive analysis will be presented in a forthcoming article.

To define the support and reconstruction distance of the object, we reconstruct the hologram at different distances digitally by simulating the propagation of the wave field of the hologram. We use some local image-quality measure (focus measure; e.g., Tenengrad’s or energy of the gradient image methods [32]) to detect if the object is in focus. Several alternative focus measures have been analyzed and compared earlier [32] for this purpose in the case of off-axis holograms. However, twin image noise can deteriorate the success of the earlier proposed autofocusing algorithms, as these diffractions can produce false extremes of the focus measure. We can avoid this problem by the proper application of the in-line hologram segmentation method introduced here.

For digital emulation of wave-field propagation we used the angular spectrum method [33]. This method provides the exact solution of the Helmholtz equation describing the free-space propagation of light and it has a straightforward, simple, and efficient digital implementation. In contrast to the frequently used Fresnel transform, it does not apply any approximations regarding the reconstruction distance. This way it provides correct wave-field evaluation for relatively short propagation distances as well, which is essential in tasks where high-resolution reconstructions are the aim (when the objects should have large effective numeric apertures at the hologram). By its proper application, the numeric errors of the large distance propagations can be controlled [34]. To simulate a single propagation step, the angular spectrum method uses a Fourier transformation, a point-wise complex array multiplication, and an inverse Fourier transformation step [Eq. (1)]. This way, it can be implemented on computers efficiently. Its digital implementation can be considerably accelerated by using GPUs [35,36].
Here, in the in-line hologram segmentation algorithm, we apply only the outputs of the object detection: the estimations of the reconstruction distance and the support of all the objects. Let us assume that we have these data for all the objects. In Subsection 3.1A we will show that even a coarse approximation of these parameters is sufficient for the correct operation of the algorithm. In the case of composite holograms, the supported part of a particular object reconstruction encloses all the information about this object. Obviously it is contaminated by the noise of the twin image and also by the diffractions of the other objects. Out of the support, just these diffractions dominate the reconstructed field and, therefore, it cannot be used to estimate the object in any way. The essence of the proposed hologram segmentation is to find an in-line hologram, which has the same reconstructed complex amplitude distribution as the original hologram has within the support. Obviously, we have to ensure the consistency of this in-line hologram; that is, the supported and unsupported parts have to satisfy the inherent constraints of the in-line hologram structure. For a first approximation, we cannot provide any better estimation of the in-line hologram of the corresponding object than the reconstruction-based one. The presence of the diffractions of the other objects within the supported part of the reconstructed wave field will bias the proposed segmentation. Assuming that the segmentations of high-contrast objects precede those of the others, their diffractions will not deteriorate the consecutive object segmentations. The refinement of the algorithm will be discussed in Section 4.

If we illuminate an object of opacity \( o(x, y) \) by a monochromatic plane wave of unit amplitude, the scattered field at distance \( d \) can be expressed as \( h_d(1 - o) \).

The opacity function corresponds to the amplitude and phase modulation caused by the object, according to its complex refractive index distribution [23]. Here \( h_d(\cdot) \) denotes the \( d \) distance wave-field propagation operation that can be calculated using the angular spectrum method [33]:

\[
h_d(E(x, y)) = \mathcal{F}^{-1}(\mathcal{F}(E(x, y)) e^{ik_d(u,v)d}),
\]

where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the direct and inverse Fourier transform operations, while

\[
k_d(u,v) = \begin{cases} \frac{2\pi}{\lambda} \sqrt{1 - (\lambda u)^2 - (\lambda v)^2}, & \text{if } 1 - (\lambda u)^2 - (\lambda v)^2 > 0, \\ 0, & \text{otherwise} \end{cases}
\]

The \( u \) and \( v \) symbols denote the Fourier frequencies in the \( x \) and \( y \) directions, respectively (the illuminating wavelength is \( \lambda \)). This way the scattered field can be expressed as

\[
h_d(1 - o) = e^{ik_d} - h_d(o) = e^{ik_d} (1 - h_d(O)).
\]

where the introduced \( O = e^{-ik_d}/o \) is still clearly determined by the opacity of the object. The intensity of the wave field at the detector plane (the hologram) is

\[
H = |1 - h_d(o)|^2 = 1 - h_d(O) - (h_d(O))^* + |h_d(O)|^2 \\
\approx 1 - 2\Re(h_d(O)),
\]

where we neglected the second-order term, as in the case of Gabor holograms \( |o| \ll 1 \) is assumed.

Here we consider composite holograms:

\[
H = \left|1 - \sum_{j=1}^{n} h_{d_j}(o_j)\right|^2,
\]

where \( o_j \) and \( d_j \) denote the component objects and their distance from the hologram plane, respectively. As multiple diffraction and higher-order terms can be neglected, we get

\[
H \approx 1 - \sum_{j=1}^{n} h_{d_j}(O_j) - \sum_{j=1}^{n} (h_{d_j}(O_j))^* \\
= 1 - 2 \sum_{j=1}^{n} \Re(h_{d_j}(O_j)).
\]

Let us segment the subhologram of the first object, knowing its support \( (S) \) and reconstruction distance \( (d_1) \):

\[
H \approx 1 - 2\Re(h_{d_1}(O_1)) + H_{\text{rem}},
\]

where \( H_{\text{rem}} = -2 \sum_{j=2}^{n} \Re(h_{d_j}(O_j)) \) denotes the contribution of the other objects to the hologram. If we propagate the wave field of the hologram to \((-d_1) \) distance, the result is

\[
I = h_{-d_1}(H) = e^{-ik_d} - O_1 - h_{-2d_1}(O_1^*) + h_{-d_1}(H_{\text{rem}}).
\]

We successfully reconstructed the object \( (O_1) \) beside the twin image \( (h_{-2d_1}(O_1^*)) \) and the diffractions caused by the other objects \( (h_{-d_1}(H_{\text{rem}})) \). Here we used the identity \( (h_{d_1}(O))^* = h_{-d_1}(O^*) \). As the last term is significant only outside the support of the first object in most cases, we can simply remove its contribution by filling the unsupported part of the reconstructed hologram by the estimated background (the reference). We get

\[
I' = e^{-2ik_d} - O_1 - [h_{-2d_1}(O_1^*)]_S,
\]

where

\[
[E(x,y)]_S = \begin{cases} E(x,y), & \text{if } (x,y) \in S, \\ 0, & \text{otherwise.} \end{cases}
\]

\( O_1 = |O_1|_S \) by definition, and this way \( I' \) provides a correct estimation of the first object, but it is still
biased by the supported part of the twin image \( T_S = \left[ h_{-2d_1}(O_1^*) \right]_S \). We can use this estimation to determine the contribution of the first object to the hologram. If propagate \( I \) to the hologram plane, we get

\[
h_{d_1}(I') = 1 - h_{d_1}(O_1) - h_{d_1}(T_S).
\]

Considering Eq. (6), we subtract \( 2\Re(h_{d_1}(I') - 1) \) from the original hologram. Although the first object related term has been successfully eliminated, the supported part of the twin image still biases the remaining hologram:

\[
H' = H - (2\Re(h_{d_1}(I') - 2) = 1 + H_{\text{rem}} + 2\Re(h_{d_1}(T_S)).
\]

We can recognize that this bias term can be regarded as an in-line hologram of \( T_S \), with the same reconstruction distance \( d_1 \) and support \( (S) \) as \( O_1 \) has. Using the similar method as described above—propagating the estimated remaining hologram to the object plane \( (d_1) \) and filling the unsupported part by the background—we get

\[
I' = e^{-i2\pi/d} + T_S + [h_{-2d_1}(T_S^*)]_S,
\]

where we neglect again the diffractions of the other objects within the support. Using the identity \([h_{-2d_1}(T_S^*)]_S = h_{-2d_1}(T_S^*) - [h_{-2d_1}(T_S^*)]_S \) (where \([E]_S \) clears the unsupported part of \( E \)) and propagating this modified reconstruction to the hologram plane, we get

\[
h_{d_1}(I^*) = 1 + h_{d_1}(T_S) + h_{-d_1}(T_S^*) + \epsilon
\]

\[
= 1 + 2\Re(h_{d_1}(T_S)) + \epsilon.
\]

where \( \epsilon = -h_{d_1}[h_{-2d_1}(T_S^*)]_S \). This way we can eliminate the bias of the supported twin image,

\[
H'' = \Re(H' - h_{d_1}(I^* - 1)) = 1 + H_{\text{rem}} - \Re(\epsilon).
\]

while the segmented object contribution to the in-line hologram [considering Eq. (5)] is defined as

\[
H_1 = H - H'' = -2\Re(h_{d_1}(O_1)) + \Re(\epsilon).
\]

The remaining segmentation error is

\[
-\Re(\epsilon) = \Re(h_{d_1}[h_{-2d_1}(T_S^*)]_S) = \Re(h_{d_1}[h_{-2d_1}[h_{-2d_1}(O_1)]_S]_S).
\]

That is, we propagate the wave field of \( O_1 \) to \( 2d_1 \) and erase the unsupported part; then we propagate back the result by \((-2d_1)\) and erase the supported part. If we did not erase the unsupported part, the result would be, by definition, zero. Therefore, it is a reasonable assumption that the remaining error is really small. The size of the remaining error, however, depends considerably on the properties of the applied support.

If there is no information about the amplitude of the background illumination, then we can use the reconstructed hologram to estimate it. The phase of the background is defined by the actual reconstruction distance \((-2\pi d_1/\lambda)\), while its amplitude is estimated—due to the potentially uneven illumination—from the measured local mean amplitude.

To decrease further the diffraction on the support boundaries, we use Gaussian smoothing [23] (using standard deviation of 2 pixels). It is worth noting that the remaining support boundary diffractions can considerably limit the achievable accuracy of the proposed algorithm and might lead to some object- and support-related systematic error (Subsection 3.A).

On the other hand, this remaining unsupported systematic bias cannot be erased by the repetitive algorithm. There are other sources of biases, such as the diffraction on the support boundaries, the supported part of the diffractions of the other objects and the neglected higher-order diffraction terms. As there is no simple way to eliminate these biases, it is not reasonable to try to diminish further the remaining unsupported, small noise term. Notwithstanding, we can consider applying an iterative method that tries to eliminate the amplitude modulation within the supported region not only at the object plane, but at the virtual object plane, too. Due to the different types of noises mentioned above, the correct convergence of such an algorithm seems dubious.

Summing up the proposed algorithm.

- First, reconstruct the object by the simulated propagation of the hologram.
- Fill the unsupported part of the reconstructed object with the background.
- Propagate this wave field to the hologram plane.
- Subtract twice the real part of the result from the original hologram and add two times the absolute value of the background.
- Propagate this estimated remaining hologram wave field to the object plane.
- Fill the unsupported part of the reconstruction with the background.
- Propagate this wave field to the hologram plane, subtract it from the estimated remaining hologram, and add the absolute value of the background. The real part of the result is the segmented remaining hologram.

Algorithmic steps and operational principles of the introduced hologram segmentation are explained in Fig. 2.

3. Results and Analysis

The introduced hologram segmentation method, contrary to the earlier approaches, works not only for
(small, distant) amplitude objects, as it was depicted in the introduction, but also for extended objects with complex opacity functions. Furthermore, the algorithm provides much higher speed as it is constructed to be noniterative. To demonstrate the segmentation algorithm performance, we show its effects on a measured hologram. In the next image (Fig. 3) it can be seen that using the proposed algorithm the original hologram is segmented to an in-line subhologram and to the residual hologram. There is no perceptible, apparent error of this segmentation. The diffraction patterns of both the segmented object and the objects of the remaining hologram are neatly preserved. In the next image (Fig. 4) we demonstrate the algorithm function in a real-world task, segmenting a measured composite hologram, where the sample objects were freely floating algae within a large volume of water. In the attached short video (Media 1) we can see how the algorithm defines and eliminates the contribution of the different objects to the original hologram in succession. This way, the diffractions of the segmented objects are removed from the hologram and do not disturb the reconstruction of the last object (Asterionella alga) considerably. It is worth noting that although a small part of the recorded hologram was displayed, we used the original, high-resolution holograms in the segmentation and reconstruction tasks; therefore the segmentation does not result in considerable resolution loss.
As the introduced hologram segmentation removes all the modulations within the support at a given object reconstruction distance, it would remove the diffractions of the other objects here, as well. These diffractions would be missing from the holograms of the actual objects and this way their reconstruction is biased. That is, the segmentation of the objects decreases the apertures of the not-yet-segmented ones, and slightly decreases their achievable resolution. These missing terms cause perceivable reconstruction bias only in the case of nearby, severely overlapping objects. However, this error can be regarded as negligible, if we consider sparse and small sample objects, as is usually assumed in Gabor holograms.

**A. Analysis**

To analyze the in-line hologram segmentation algorithm performance, we have to estimate its remaining error considering different parameters and their biases. We used a simulated hologram of a single object because in this case the expected result of the segmentation is exactly known. The error is estimated by the relative energy of the residual modulation of the hologram compared to that of the original hologram one according to Eq. (16).

\[
E = \frac{\sum_{x,y}(H''(x,y) - <H''(x,y)>)^2}{\sum_{x,y}(H(x,y) - <H(x,y)>)^2}.
\]  

(16)

In the next figure [Fig. 5(a)], the remaining error can be seen as a function of the reconstruction distance. It can be recognized that at large distances the error decreases with the distance as the supported part of the object reconstruction approximates the original object better (the supported part of the twin image decreases). For small distances as more and more energy of the object and the twin image falls within the support, the relative residual error of the algorithm decreases [Fig. 5(a)], because the algorithm extincts the modulation just here.

The algorithm appears to be robust against the poor approximation of the reconstruction distance parameter [Fig. 5(b)]. For relatively large biases of the reconstruction distance, the algorithm can still produce fairly correct segmentation.

The residual error decreases with the increasing support size, as is expected [Fig. 5(c)]. However, as the applied support decreases the aperture of the other objects some way, we cannot increase its size without penalty. Furthermore, the other objects confine the achievable size of the support, because the supports cannot overlap. If the applied support is too large, it can envelop more of the diffractions of the other objects and support boundaries can cause larger diffractions.

We tested the effects of different support shapes on the residual error of the segmentation (Fig. 6). It can be recognized that the algorithm is really sensitive to the applied support [Figs. 6(a) and 6(b)]. This result
indicates that the diffractions on the support boundaries cause the majority of the residual error. We tested it using several different supports and averaged the obtained segmented holograms [as in Fig. 6(e)]. These results show that the residual error of the single support segmentation (~0.0026) noticeably decreased (0.0008). Although this method does

Fig. 5. Residual error of the segmentation appears to be small for small and large reconstruction distances, as well (a). The segmentation algorithm is robust against a small bias of the applied reconstruction distance (b), while the residual error decreases with the support size (c) as is expected.

Fig. 6. We can recognize that the small residual error of the segmentation algorithm depends on the shape of the support of the object [(a) and (b)]. Using the average of several segmented holograms (applying four elliptic supports of different orientation), we can reduce this error considerably (c).
not provide an efficient way to erase the residual error, as it requires numerous executions of the algorithm applying different supports, it explains its origin. This error is small close to the applied reconstruction distance and probably does not bias the reconstruction of the nearby objects. It is worth noting that the diffraction on the support boundaries appears also in the phase retrieval algorithms, and only the iteratively removed twin image can erase it.

To be able to estimate the size of this residual error, we computed the otherwise neglected second-order term of the object [the fourth term in Eq. (3)]. In the case of a relatively small reconstruction distance, it appears to be comparable to the segmentation error (e.g., if the reconstruction distance is 5 mm, then the measured segmentation noise is 0.00459, while the second-order term noise is 0.00553).

4. Application of the Segmentation Results

The question is whether the small systematic (mainly support-dependent) error of the segmentation can disallow the efficient application of this method. Here we consider how to apply this method in phase retrieval and object reconstruction algorithms.

Phase retrieval is required if we intend to reconstruct the exact phase distribution of the object field. It is necessary when approximated shape or thickness information is to be obtained [11,12]. The problem is that the segmented hologram has some support-related small remaining error that can inhibit the proper application of the phase retrieval algorithms. We can avoid this by the special, amended application of the segmentation results. We can get a correct approximation of the hologram of a given object, if we subtract the segmented holograms of all the other objects from the measured original hologram. It will not be biased by any systematic error as the supported and unsupported object related terms remain consistent. As we use all the segmentation results, it will accumulate the errors of the hologram segmentations of the particular objects. These errors, however, can be regarded as a small, relatively distant (out of support) noise. That is, they do not cause special inconsistencies of the supported and unsupported parts of the corresponding hologram of a given object. This way the phase retrieval algorithms become applicable in the case of composite holograms.

To demonstrate the applicability of the introduced hologram segmentation method for phase retrieval, we compared the Gerchberg–Saxton algorithm performance on a synthetic composite hologram. We constructed a synthetic, composite in-line hologram of two simple sample objects that have small tilted phase modulation and different 3D positions. As the applied test object was complex, its opacity function has some clearly visible amplitude modulation (especially, where it is higher than background amplitudes).

In Fig. 7 we can see that the reconstruction of the first object from the composite hologram is severely contaminated by the diffractions of the other objects. These diffractions can be eliminated by the application of the corrected hologram segmentation. It can be seen that the Gerchberg–Saxton algorithm does not converge for the composite hologram. We can recognize even some worsening of the retrieved image quality (see insets). Conversely, the modified Gerchberg–Saxton algorithm (slowly) converges if we apply it on the segmented hologram.
phase retrieval algorithms makes it uncertain if they can be applied efficiently in general for twin image elimination.

The applied phase retrieval method was able to reconstruct the complex opacity function of the test object (Fig. 7). Actually, the precision (and speed) of phase retrieval depends considerably on the tightness of the applied support. As it was deliberately chosen to be loose, the exact phase retrieval had not been achieved.

If the retrieval of the exact phase information is not critical, even a simple object reconstruction can be acceptable. However, as we discussed in the Section 1, the diffraction of some other objects can deteriorate the reconstruction of the segmented hologram of a given object. This frequently occurs, but usually the distortion is small or negligible. However, in special (3D) positions of the objects, this diffraction-caused noise can be considerable. Applying the above-mentioned corrected hologram segmentation method that is subtracting all but one segmented hologram from the measured one, all the diffractions of the other objects will be minimized within the reconstructed object support. In the next figure (Fig. 8), we can compare the reconstruction quality of a Scenedesmus alga based on the combined, the segmented, and the correctly segmented holograms. (The measured, large, high-resolution hologram made it possible to achieve reconstructions of \( \leq 1 \mu m \) resolution.)

5. Conclusion

We introduced a noniterative in-line composite hologram segmentation algorithm. It can provide a high-quality estimation of the hologram of a particular object in the original hologram. It requires only four simple propagation steps that can be implemented efficiently on a computer, using the angular spectrum method. As our algorithm is noniterative, it is hard to compare to those ones, which provide exact phase retrieval of all the objects. They require much more computation and can be applied only in the case of distant (pure amplitude) objects, when the achievable resolution of the reconstructions is severely confined. We analyzed the algorithm performance and showed how the remaining error depends on the applied parameters and their accuracies. We confirmed that the vast majority of the otherwise small residual error is caused by the diffractions on the support boundaries. It is also shown how the segmented holograms can be applied efficiently in phase retrieval or object-reconstruction tasks. The proposed algorithm can be used in other hologram processing, preprocessing steps, where twin image noise and diffractions of the other constituent objects do not allow to achieve correct results.
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